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MINISTERIAL FOREWORD

The Rt Hon. Baroness Anelay of St Johns
Minister of State, UK Foreign and Commonwealth Office

One of us should be in any doubt that climate change poses a great risk. Indeed, it is remarkable that even in the run-up to a general election, the leaders of the UK’s three largest political parties came together to say that “Climate change is one of the most serious threats facing the world today. It is not just a threat to the environment, but also to our national and global security, to poverty eradication and economic prosperity.”

In assessing the risk of climate change, the immediate questions for any country anywhere in the world are: How serious is the threat? How urgent is it? How should we prioritize our response, when we have so many other pressing, national objectives - from encouraging economic recovery to protecting our people around the world? These are all important questions, and we can only truly answer them if we assess the risk in full.

In the past, when assessing the risk of climate change, we have tended to take an approach that is, perhaps, too narrow - or incomplete. In public debate, we have sometimes treated it as an issue of prediction, as if it were a long-term weather forecast. Or as purely a question of economics - as if the whole of the threat could be accurately quantified by putting numbers into a calculator. Often, too, we have not fully assessed the indirect or systemic risks, such as those affecting international security – even though, as the UK’s first national climate change risk assessment found, these could be far greater than the direct risks like coastal flooding. Assessing the threat of climate change today demands a more coordinated, more sophisticated, more holistic approach.

Taking a holistic approach to risk management goes to the heart of what the Foreign and Commonwealth Office does. It is an approach that applies as much to climate change as to, for example, preventing the spread of nuclear weapons. Earlier this year, I addressed a meeting of the Permanent Five members of the UN Security Council to discuss nuclear disarmament and non-proliferation. Assessing the risk around this vital area of security depends on understanding inter-dependent elements, including: what the science tells us is possible; what our political analysis tells us a country may intend; and what the systemic factors are, such as regional power dynamics.

The risk of climate change demands a similarly holistic assessment. So, to understand its full extent, we must: first, take into account countries’ plans and policies, which together affect the future of global emissions; second, understand the science of how our climate may change; third, consider how climate change could affect the complex systems of the global economy and international security.

Finally, we must also make a judgment about how we value the risk. In other words, how much do we care about the effects of climate change? How important is it that we act to avoid them? What probability of their occurrence can we tolerate? For climate change, as for nuclear proliferation, the answers to these questions are not easily expressed in economic terms. They depend in part on how we value human life – both now, and in the future. Decisions on national security usually have implications for the budget, but they can rarely be reduced to simple equations of cost and benefit. That is why it is important that we are open and honest about any value judgments we make, so that these can be subject to public debate.

Just as our assessment of the risk needs to be holistic, so too does our response. Responding to the risk of climate change will demand technological innovation, financial investment and political leadership. Each of these elements must be brought together to produce a response that is both proportionate and effective.

We are beginning to see some positive progress. Technological innovation has dramatically cut the costs of renewable energy, increasing its share of global energy investment. In turn, more and more countries are taking policy steps to reduce their emissions and the Paris conference at the end of this year presents an opportunity to scale up our global response.

However, lest we become complacent, we must remember that in one way, climate change differs from any other subject of diplomatic negotiation: it is governed by a physical process. A process where the risk increases over time, and will continue to do so until we have entirely dealt with its cause. That is why leadership is so important – to forge ahead, to drive momentum and to show the way for others to follow.

Former British Prime Minister Margaret Thatcher showed just that kind of leadership in her early recognition of the nature and scale of the risks of climate change. In 1989, she told the UN General Assembly that rather than being the lords of all we survey, “we are the Lord’s creatures, the trustees of this planet, charged today with preserving life itself – preserving life with all its mystery and all its wonder. May we all be equal to that task.”

I am delighted that experts from the UK, US, China and India have worked together to produce this report, which makes those risks even clearer. As we consider its findings, let us remember those words from a quarter-century ago. Let us determine to be both proportionate and effective in our response. Let us show that we are, indeed, equal to the task before us.
EXECUTIVE SUMMARY

The most important decision any government has to make about climate change is one of priority: how much effort to expend on countering it, relative to the effort that must be spent on other issues. This risk assessment aims to inform that decision.

CONCLUSIONS OF THE RISK ASSESSMENT

A climate change risk assessment must consider at least three areas: the future pathway of global emissions; the direct risks arising from the climate’s response to those emissions; and the risks arising from the interaction of climate change with complex human systems. Each of these areas contains large uncertainties. From our assessment, we draw the following conclusions about the most significant risks.

EMISSIONS: Without increased political commitment and an acceleration of technological innovation, global emissions are likely to follow a medium to high pathway: continuing to increase for the next few decades, and then levelling off or decreasing gradually.

- Current policies and plans for major countries and regions are, in aggregate, consistent with a medium to high emissions pathway, with emissions continuing to increase over the next few decades.
- The technological challenges to achieving a low emissions pathway are substantial, and are not being adequately addressed at present. Without an acceleration of innovation in energy technology and energy systems – including wind and solar with storage, nuclear, biofuel, petroleum-free passenger transport, carbon storage, and large-scale energy efficiency – the likelihood of following a pathway in which emissions fall rapidly and approach zero by late in the century is very low.
- High emissions pathways in which emissions continue to increase throughout the century cannot be ruled out, given the potential for extraction of large new coal reserves, as well as oil shale and methane hydrates.
- The climate responds to cumulative emissions, so any pathway that does not bring emissions close to zero will result in risk continually increasing over time.

DIRECT RISKS: The risks of climate change are non-linear: while average conditions may change gradually, the risks can increase rapidly. On a high emissions pathway, the probability of crossing thresholds beyond which the inconvenient may become intolerable will increase over time.

- For any emissions pathway, a wide range of global temperature increases is possible. On all but the lowest emissions pathways, a rise of more than 2°C is likely in the latter half of this century. On a medium-high emissions pathway (RCP6.0), a rise of more than 4°C appears to be as likely as not by 2150. On the highest emissions pathway (RCP8.5), a rise of 7°C is a very low probability at the end of this century, but appears to become more likely than not during the course of the 22nd century. A rise of more than 10°C over the next few centuries cannot be ruled out.
- Humans have limited tolerance for heat stress. In the current climate, safe climatic conditions for work are already exceeded frequently for short periods in hot countries, and heat waves already cause fatalities. In future, climatic conditions could exceed potentially lethal limits of heat stress even for individuals resting in the shade. The probability of exposed individuals experiencing such conditions in a given year starts to become significant for a global temperature rise of around 5°C, and could exceed 50% for a global temperature rise of around 7°C, in hot areas such as northern India, southeastern China, and southeastern USA.
- Crops have limited tolerance for high temperatures. When critical thresholds are exceeded, yields may be drastically reduced. The probability of crossing such thresholds in a given year, for studied examples of maize in the Midwestern US and rice in southern China, appears to rise from near zero at present, to become increasingly significant with global temperature rise of more than 3°C, and in the worst case to reach somewhere in the region of 25% (maize) and 75% (rice) respectively with global temperature rise of around 4-5°C. Biophysical limits on the extent to which such tolerance thresholds can be raised may be an important constraint on adaptation. This is one reason why high degrees of climate change could pose very large risks to global food security.
- Thresholds for water stress are largely arbitrary, but thresholds of ‘moderate’, ‘chronic’ and ‘extreme’ water shortage are widely used, based on per capita availability. The number of people exposed to extreme water shortage is projected to double, globally, by mid century due to population growth alone. Climate change could increase the risk in some regions: for example, on a high emissions pathway, the probability of the Tigris – Euphrates river basin falling into extreme water shortage could rise significantly after 2050, reaching close to 100% by 2070.
- In South and East Asia, climate change may slightly offset otherwise increasing risks of water stress, while increasing the risk of flooding. On a high emissions pathway, what is now a ‘30-year flood’ could become three times more frequent in the Yellow River and Indus basins, and six times more frequent in the Ganges basin, over the course of the century, on a central estimate. In the worst case for those three river basins, such a flood could be in the region of ten times more frequent by the end of the century.
- On a high emissions pathway, the incidence of extreme drought affecting cropland could increase by about 50% in the US and South Asia, double globally, and triple in southern Africa, over the course of the century under central estimates. The uncertainties around these central estimates are large: for the US and South Asia, in the best case, drought incidence could halve; in the worst case, it could increase by three or four times.
- With 1m of global sea level rise, the probability of what is now a ‘100-year flood event’ becomes about 40 times more likely in Shanghai, 200 times more likely in New York, and 1000 times more likely in Kolkata. Defences can be upgraded to maintain the probability of a flood at a constant level, but this will be expensive, and the losses from flooding will still increase, as the floods that do occur will have greater depth. Thresholds of adaptation beyond which ‘retreat’ from the sea may become more feasible than further increases in flood protection are not well defined, but the most significant limits may be sociopolitical rather than economic or technological.
- Climate models suggest that global sea level rise is unlikely to exceed 1m this century, and that a plausible worst-case scenario could result in an increase of several metres by the end of the 22nd century. However, due to inertia in the climate system, with a sustained global temperature rise of 2°C the global sea level may be committed to rise by some 10-15m as ice-sheets gradually melt, but whether this will take hundreds of years or thousands of years is deeply uncertain.
- Many elements of the climate system are capable of abrupt or irreversible change. Changes to monsoons or to ocean circulation patterns, die-back of tropical forests, and the release of carbon from permafrost or sub-sea methane hydrates could all cause large-scale disruption of the climate. The probabilities of such changes are not well known, but are they expected to increase as the global temperature rises.
SYSTEMIC RISKS: The risks of climate change are systemic. The greatest risks may arise from the interaction of the climate with complex human systems such as global food markets, governance arrangements within states, and international security.

- As climate change increases the frequency of extreme weather events, preliminary analysis suggests what was a ‘1 in 100 year’ shock to global food production in the latter half of the 20th century may have become three times more likely by mid-century. If policy and market responses amplify rather than mitigate the shock, a plausible worst-case scenario in the present day could produce unprecedented price spikes on the global market, with a trebling of the prices of the worst-affected grains, compared to current levels.

- Climate change has already increased the probability of extreme events such as the Russian heat wave of 2010, and the Syrian drought of 2007-2011. These events have contributed to unrest and conflict, in combination with other factors such as food export restrictions, existing resource stress, poor governance and state fragility. At low degrees of climate change, further such risks are most likely to arise in regions where climate change is reducing already stressed resources at the same time as high rates of population growth are increasing demand.

- Security risks at high degrees of climate change seem likely to be of a different order of magnitude. Extreme water stress, and competition for productive land, could both become sources of conflict. Migration from some regions may become more a necessity than a choice, and could take place on a historically unprecedented scale. It seems likely that the capacity of the international community for humanitarian assistance would be overwhelmed. The risks of state failure could rise significantly, affecting many countries simultaneously, and even threatening those that are currently considered developed and stable. The expansion of ungoverned territories would in turn increase the risks of terrorism. The temptation for states or other actors to take unilateral steps toward climate geoengineering would be significant, and could become a further source of conflict.

VALUE: Valuing these risks is essentially a subjective exercise.

- Standard economic estimates of the global costs of climate change are wildly sensitive both to assumptions about the science, and to judgments about the value of human life. They are also likely to be systematically biased towards underestimation of risk, as they tend to omit a wide range of impacts that are difficult to quantify.

- Even if economic costs could be estimated accurately, their sum total would not be a good measure of the risks of climate change. Some of the greatest tragedies of the last century had a negligible impact on global GDP. Some of the greatest risks of climate change may be similarly non-monetary.

- Any valuation of the risks of climate change will involve subjective judgments, most notably with regard to the importance attached to the wellbeing of future generations. Such judgments should be made transparently, so that they may be publicly debated.

RECOMMENDATIONS FOR CONTINUING RISK ASSESSMENT

There is much that we can do to improve our assessment of climate change risk. This is an opportunity, as it can better inform decisions on risk reduction.

Our recommendations on risk assessment are: apply the right principles; broaden participation in the process; and report to the highest decision-making authorities.

Apply the principles of risk assessment. These include:

- Assess risks in relation to objectives, or interests. Start from an understanding of what it is that we wish to avoid; then assess its likelihood.

- Identify the biggest risks. Focus on finding out more about worst-case scenarios in relation to long-term changes, as well as short-term events.

- Consider the full range of probabilities, bearing in mind that a very low probability may correspond to a very high risk, if the impact is catastrophic.

- Use the best available information, whether this is proven science, or expert judgment. A best estimate is usually better than no estimate at all.

- Take a holistic view. Assess systemic risks, as well as direct risks. Assess risks across the full range of space and time affected by the relevant decisions.

- Be explicit about value judgments. Recognize that they are essentially subjective, and present them transparently so that they can be subject to public debate.

Risk assessments need to be made on a regular and consistent basis, so that in areas of uncertainty, any changes or trends in expert judgment are clearly visible over time. This could be facilitated by the identification and use of a consistent set of indicators in each of the three areas of risk assessment described above.

Broaden participation in the risk assessment process. Different participants are important to different stages of the process:

- Defining objectives: Leaders and decision-makers have a role at the beginning, in defining the objectives and interests against which risks should be assessed.

- Information gathering: Scientists have the lead role in understanding climate change and its direct impacts. Experts in politics, technology, economics, and other disciplines can provide information relevant to the future of global emissions, and the indirect impacts of climate change as it interacts with human systems.

- Risk assessment: Whereas information gathering may collect whatever is useful or interesting, risk assessment interrogates that evidence in relation to defined objectives and according to a specific set of principles. Separating these tasks may allow both to be carried out more effectively. Climate change risk assessments should involve not only scientists, but also experts in risk, who may be drawn from fields such as defence, intelligence, insurance, and public health.

Report to the highest decision-making authorities. A risk assessment aims to inform those with the power to reduce or manage the risk. Assessments of specific, local, or sectoral risks of climate change may be directed at those with specific, local or sectoral responsibility. Assessments of the risk of climate change as a whole should report directly to those with responsibility for governance as a whole. At the national level, this means the head of government, the cabinet, or the national security council. At the global level, it means institutions where heads of government meet to make decisions.
RISK REDUCTION: ELEMENTS OF A PROPORTIONATE RESPONSE

A risk assessment aims primarily to further our understanding of the problems we face; at the same time, it may provide some insight into the nature of the solutions.

The greatest risks of climate change arise when thresholds are crossed: what had been gradual becomes sudden; what had been inconvenient becomes intolerable. Similarly, the greatest reductions in risk will be achieved by crossing thresholds at which change becomes non-linear.

Political leadership can be a source of non-linear change. With existing technology, there is already the opportunity for political leadership to significantly change the trajectory of any country’s emissions in the short term.

Technological innovation is a natural source of non-linear change. New technologies can emerge slowly, but then displace old ones rapidly and suddenly when some invisible threshold is crossed. Accelerating this pace of change, and bringing forward those thresholds, should be a priority in respect of the range of technologies that are needed to achieve the low carbon transition. The top priority should be to use both technological progress, and policy measures such as carbon pricing, to cross as soon as possible the threshold at which clean energy becomes cheaper than fossil energy.

In finance, small changes in rules can produce large changes in results. Adjustments to regulations and incentives to incorporate enhanced assessment of long-term risk into the financial system could significantly increase investment in technologies that serve our long-term economic interests.

The risks of climate change are amplified by feedbacks: rising temperatures melt ice; sea without ice absorbs more heat; and the temperatures rise faster. Effective risk reduction will also take advantage of positive feedbacks. Political interventions can change market sentiment, so that the market sends more investment into clean energy technologies, so that this accelerates technological progress, so that new political interventions become possible.

Just as the risks of climate change are both immediate and long-term, we must act both immediately and with a long-term view. A risk that grows over time will not be managed successfully if our horizons are short-term. Ultimately, the risks of climate change will only be under control when we have reduced global emissions to near zero. So while we must do all in our power to reduce emissions now, we must also follow a path that increases our power to do more in the future.

The risks of climate change may be greater than is commonly realized, but so is our capacity to confront them. An honest assessment of risk is no reason for fatalism. If we counter inertia with ingenuity, match feedback with feedback, and find and cross the thresholds of non-linear change, then the goal of preserving a safe climate for the future need not be beyond our reach.

Endnote

1. ‘RCP’ stands for ‘Representative Concentration Pathway’. We refer here to the emissions pathways implicit in the greenhouse gas concentration scenarios used by the Intergovernmental Panel on Climate Change in its Fifth Assessment Report.
1 INTRODUCTION

The Earth’s climate has changed dramatically in the past. It has swung in and out of ice ages, at whose peak great swathes of North America, Europe and northern Asia were covered in sheets of ice three kilometres thick. It has been through periods of extreme heat, where subtropical climates existed in high northern latitudes. The height of the oceans has changed by more than a hundred metres.

But human civilization has seen few of those changes. Over the ten thousand years or so in which our civilization emerged, the Earth’s climate has been unusually stable. Global temperature and sea levels have hardly varied. We have taken advantage of this period of stability to grow crops, build cities, and develop a global economy.

Figure 1: The last 60 million years. Changes in global deep ocean temperature

Global deep ocean temperature, estimated based on the oxygen isotope record in ocean sediments. Viewed on this timescale, the long-term trend has been one of cooling, since ocean and atmospheric temperatures peaked at more than 12°C above present levels around 50 million years ago.

Figure 2: The last 800,000 years. Changes in Antarctic air temperatures and atmospheric CO₂ concentrations

Antarctic air temperatures and atmospheric CO₂ concentrations over the past 800,000 years, estimated using data from ice cores. Viewed on this timescale, the climate can be seen to have oscillated between ice ages (troughs) and relatively warm inter-glacial periods (peaks). The difference between the ice ages and the interglacials, in terms of global average near-surface air temperature, is around 4-5°C. The temperature differences shown on this graph are roughly twice as large because polar temperatures change more than the global average, and the increase in global average temperature change at the end of the last ice age, around 10,000 years ago, was about 5°C.

More than 90% of the energy added to the Earth system goes into warming the oceans. Only about 2% goes into warming the atmosphere, and the balance is taken up by the land and the melting ice. The total energy added continues to increase steeply over time.

Figure 3: The last 100,000 years. Temperature change, as measured in Greenland

The last time large changes in climate took place, human civilization had not begun. Over the last 10,000 years, the period in which humans transitioned from hunter-gatherers to an agricultural society, the Earth’s climate experienced an unusually stable period. This graph shows local temperature change in Greenland. (As noted above, polar temperatures change more than the global average, and the increase in global average temperature change at the end of the last ice age, around 10,000 years ago, was about 5°C.)

Figure 4: Energy added to the Earth system

That period of stability is now ending. The greenhouse gases emitted to the atmosphere by human activities are trapping heat, adding energy to the Earth’s system. This flow of additional energy is substantial: it is roughly equivalent to adding the energy of four nuclear bombs of the size dropped on Hiroshima, every second. As a result, not surprisingly, the Earth’s climate is warming up.

More than 90% of the energy added to the Earth system goes into warming the oceans. Only about 2% goes into warming the atmosphere, and the balance is taken up by the land and the melting ice. The total energy added continues to increase steeply over time.

---

1. Full IPCC caption: Plot of energy accumulation in ZJ (1 ZJ = 1021 J) within distinct components of the Earth’s climate system relative to 1971 and from 1971 to 2010 unless otherwise indicated. See text for data sources. Ocean warming (heat content change) dominates, with the upper ocean (light blue, above 700 m) contributing more than the mid-depth and deep ocean (dark blue, below 700 m; including below 2000 m estimates starting from 1992). Ice melt (light grey; for glaciers and ice caps, Greenland and Antarctic ice sheet estimates starting from 1992, and Arctic sea ice estimate from 1979 to 2008); continental (land) warming (orange); and atmospheric warming (purple; estimate starting from 1979) make smaller contributions. Uncertainty in the ocean estimate also dominates the total uncertainty (dot-dashed lines; about the error from all five components at 90% confidence intervals).

2. Full IPCC caption: The last 800,000 years. Changes in Antarctic air temperatures and atmospheric CO₂ concentrations. Global deep ocean temperature, estimated based on the oxygen isotope record in ocean sediments. Viewed on this timescale, the long-term trend has been one of cooling, since ocean and atmospheric temperatures peaked at more than 12°C above present levels around 50 million years ago.

3. Full IPCC caption: Energy added to the Earth system. More than 90% of the energy added to the Earth system goes into warming the oceans. Only about 2% goes into warming the atmosphere, and the balance is taken up by the land and the melting ice. The total energy added continues to increase steeply over time.
Small changes in global temperature correspond to large changes in the global climate. If the world were five degrees cooler than it is now, we would be in an ice age, last experienced some ten thousand years ago, the last ice age of our species. Five degrees warmer, and we would be in a climate of heat last experienced by this planet more than ten million years ago, long before the beginning of human existence. That climate five degrees warmer, or more, is a very real possibility. It could occur within the lifetimes of children alive today. Decisions we take now will affect its likelihood, and will continue to influence the climate for thousands of years and hundreds of human generations into the future.

**Why do we need a risk assessment?**

Our starting point is that we have an interest in understanding what the consequences of our decisions might be. When the consequences could be so far-reaching in space and time, we have an interest in understanding them as fully as possible.

A risk is something bad that might happen. A risk assessment asks the questions: ‘What might happen?’ ‘How bad would that be?’ and ‘How likely is this?’ The answers to these questions can inform decisions about how to respond.

Climate change fits the definition of a risk (more academically described as ‘the effect of uncertainty on objectives’), or ‘an uncertain, generally adverse consequence of an event with respect to something that humans value’, because it is likely to affect human interests in a negative way, and because many of its consequences are uncertain. We know that adding energy to the Earth system will warm it up, raising temperatures, melting ice, and raising sea levels. But we do not know how fast or how far the climate will warm, and we cannot predict accurately the multitude of associated changes that will take place. The answer to the question ‘how bad could it be?’ is far from obvious.

Limiting climate change will take some effort. Although many of the policies that would reduce greenhouse gas emissions could also be good for public health, quality of life, and economic growth, they will not negate the consequences of climate change. They will require the investment of both political and financial capital. Governments and societies will have to decide how much effort they are prepared to make, and how to prioritize this issue in relation to their other objectives. An assessment of the risks will be a necessary basis for judging what would be a proportionate response.

It is sometimes argued that a full assessment of the risks of climate change would be counterproductive, because the risks may be so large and the solutions so difficult that people will be overwhelmed with a feeling of helplessness, and will look the other way. In some cases, this may be true. The anthropologist Jared Diamond, in addressing the question: ‘Why do some societies make disastrous decisions?’, wrote:

> ‘…consider a narrow river valley below a high dam, such that if the dam bursts, the resulting flood of water would drown people for a considerable distance downstream. When attitude pollsters ask people downstream of the dam how concerned they are about the dam’s bursting, it’s not surprising that fear of a dam burst is lowest far downstream, and increases among residents increasingly close to the dam. Surprisingly, though, after you get just a few miles below the dam, where fear of the dam’s breaking is found to be highest, concern then falls off to zero as you approach closer to the dam! That is, the people living immediately under the dam, the ones most certain to be drowned in a dam burst, profess unconcern. That’s because of psychological denial: the only way of preserving one’s sanity while looking up every day at the dam is to deny the possibility that it could burst. Although psychological denial is a phenomenon well established in individual psychology, it seems likely to apply to group psychology as well.’

Our premise for writing this risk assessment is that we can all choose whether or not to look up at the dam. Governments can choose either to ignore it, or to send their best experts to inspect it closely. We have taken the view that it is better to be well informed than not. As the American nuclear strategist Albert Wohlstetter wrote during the Cold War, ‘We must contemplate some extremely unpleasant possibilities, just because we want to avoid them.’

This report does not pretend to give all the answers. Its purpose is to be illustrative: to present a new framework for a climate change risk assessment, and to put forward our best – in some cases rough – estimates of what the findings of such an assessment might be. We hope that these findings will be challenged, updated, and improved. It is less important that readers should agree with us, than that they should understand why we have asked the questions that we have.

We have ended with some thoughts on the question of risk management. A risk assessment is a way to better understand a problem, not a guide to solving it, and so this is a small part of our report. We provide a few individual perspectives on how our national and global responses to climate change could be made more effective, in proportion to the scale of the risk, simply because we would not wish to leave readers with the impression that the situation is hopeless. That, we believe, is far from the case.

**Endnotes**


6. International Organization for Standardization definition


10. As quoted in ‘The New Nuclear Age’. The Economist, 6 March 2015.
2 PRINCIPLES, SCOPE AND APPROACH OF THIS RISK ASSESSMENT

Including contributions from Dr David Hare, Trevor Maynard, General Ronald E. Keys & Cherie Rosenblum, and Dr Claire Craig

What is new about this assessment?

Many climate science reports and climate change risk assessments have been published by governments, research institutes and other agencies around the world. Most notably, the reports of the Intergovernmental Panel on Climate Change (IPCC), which summarize the findings of thousands of scientists, have made an enormous contribution to our collective knowledge. To a very great extent, our assessment relies on the findings of those earlier assessments.

While some new scientific and other studies have been undertaken to provide content for this report, our main aim has been to collate and present existing knowledge in a way that is consistent with the principles of risk assessment. In particular, we have aimed to put forward a risk assessment that will be relevant to governments’ decision-making on how to respond to the problem of climate change as a whole, including through policy on emissions (‘mitigation’, in the climate policy jargon). This sets it apart from those risk assessments that are primarily intended to inform decision-making on the response to specific impacts of climate change (known as ‘adaptation’).

We have aimed to be holistic: to take into account the different factors and the different kinds of knowledge that are most relevant to an understanding of the risk. The assessment considers four main areas:

1. The future pathway of global greenhouse gas emissions. The future rate and extent of climate change, and all the risks that flow from it, depend significantly on the future pathway of global emissions. Since no government controls global emissions, from the point of view of any individual government (or person) this is a variable that depends mainly on the actions of other governments – as well as on non-governmental forces, such as technological progress, economic trends, investor sentiment, and popular will.

2. The changes in the physical climate, and their direct risks to human interests. Whatever emissions pathway is eventually followed, the risks will depend on how the physical climate responds: how much temperature rises in response to emissions; how changes in temperature influence changes in rainfall; how changes in temperature, rainfall and other factors lead to changes in crop yield, etc. The risks to human interests will also depend on how successfully we can adapt to these changes. The most significant risks may arise if thresholds are crossed beyond which certain kinds of adaptation are no longer possible.

3. The systemic risks arising from interactions between changes in the physical climate and human systems. In complex systems, small changes can sometimes lead to large divergences in future state. The risks of climate change to human interests will depend not only on the direct impacts of changes in the physical climate, but also on the response of complex human systems such as the global economy, food markets, and the system of international security.

4. The value we choose to give to all of the changes that might take place. If risk is defined as ‘the effect of uncertainty on objectives’, or as the chance of an adverse impact on something that we value, then a risk assessment cannot be complete without some subjective judgment being made about what one’s objectives are, what it is that one values, and what value one places on avoiding the adverse impacts. Only once some value judgment has been made can the risk assessment be useful in informing decisions.

In each of these four areas, we have drawn on different expertise, and taken different approaches. Our assessment of the future pathway of global greenhouse gas emissions is a political and a technological assessment. With regard to the short-term future, it looks in particular at the policies, plans and targets that governments are implementing or have announced. With regard to the long-term, it concentrates on describing the main technological challenges to reducing emissions, and considering their difficulty or the level of effort it might take to overcome them. By attempting to make some judgment about the relative likelihood of different emissions pathways, this assessment differs from others, such as those of the IPCC, which do not.

The section on changes in the physical climate and their direct risks to human interests is a scientific assessment. It attempts to be consistent with the principles of risk assessment by asking first what it is that we might wish to avoid, and then how likely that is to occur. Many climate change risk assessments apply this principle to consideration of the risk of extreme weather events, so as to use this information to inform decision-making on disaster risk reduction and climate change adaptation. We also apply it to a consideration of long-term changes, and the risk that even the averages of climatic variables eventually reach extreme values or exceed important thresholds, since this is relevant to decision-making on energy and emissions.

Our consideration of the systemic risks arising from interactions between changes in the physical climate and complex human systems is in large part a security risk assessment. Recognizing the depth of uncertainty about the future state of complex systems, it uses the futures tools of scenarios and wargaming to help us think about what might happen. It differs from much of the published literature on climate change and security by deliberately making explicit distinctions between security risks in the near-term with low degrees of climate change, and security risks in the long-term with high degrees of climate change.

Finally, our consideration of the value we choose to give to all of the changes that might take place is based on a recognition of the essential subjectivity of this question. Rather than attempt to quantify this value, we focus on making clear the limitations of a quantitative approach. We highlight the inescapable ethical questions that economics can inform, but not answer. Rather than put forward any valuation as being ‘correct’, we invite readers to make up their own minds.

The introductory sections at the beginning of each of the four parts of the risk assessment set out our approach in more detail.

Principles of risk assessment

While each stage of our risk assessment has drawn on different kinds of knowledge and applied different methodologies, we have tried to be consistent in our application of some basic principles. We identified these principles from literature on risk assessment, and from discussions with expert practitioners in risk assessment from the fields of finance and national security.1

The principles of risk assessment that we have applied are:

1. Identify risks in relation to objectives. As one guide to risk assessment states, ‘Risk assessment begins and ends with specific objectives.’ As noted above, our risk assessment ends with the consideration of value, which we recognize as being essentially subjective. But we must also start with some objectives, otherwise we cannot identify risks to them. So we have assumed that our common objectives are human prosperity and security, and it is risks to those objectives that we consider. It follows from this principle that in assessing risks, we ask first what might happen that could most affect our interests, and then how likely that would be to occur. (We do not ask first what is most likely to happen, and then how that would affect our interests.)

2. Identify the biggest risks. This follows logically from the first principle. The more a risk could affect our objectives, the more relevance it is likely to have for our decision-making. If risk is defined simply as the product of likelihood and impact, then the biggest risks may be those which are most likely to occur, or those which would have the greatest impact, or those which fall somewhere in between. Mathematically speaking, this will depend on the shape of the probability distribution function. In practice, the risks of most concern are usually those with the greatest impact, especially when there is potential for irreversible consequences (e.g. death).
3. **Consider the full range of probabilities.** This follows from the second principle, since the biggest risks could lie anywhere in the probability distribution. However, it is worth stating separately, because of the particular importance of not ignoring low probability, high impact risks. It is a matter of judgment how low a probability is worth considering. Insurers in Europe are regulated to guard against ‘1 in 200 year’ risks to their solvency (i.e. risks that have a 0.5% probability of occurrence in a given year). It has been argued that if preserving a stable climate is as important as avoiding the insolvency of an insurance firm, then we should apply no less a cut-off point to our consideration of climate risks. The UK Government’s National Risk Register of Civil Emergencies gives serious consideration to risks with even lower probabilities: for example, the risk of major industrial accidents, which is assessed to have a likelihood of between 1 in 20,000 and 1 in 2,000. When a probability cannot be meaningfully quantified, it is usual to consider a ‘plausible worst case’. Again, the question of what is a relevant threshold of ‘plausibility’ is a matter of judgment.

4. **Use the best available information.** This may be quantitative or qualitative, the results of experiments or the exercise of expert judgment. Even where there is deep uncertainty, a best estimate – based on the best available information – is usually better than no estimate at all. Where there is no information, ignorance itself may be a data-point that is relevant to decision-making – as it would be to a man walking along a cliff-top in a heavy fog.

5. **Take a holistic view.** This means taking into account all relevant factors, as far as possible – including human behaviour, and the complex interactions between different parts of a system. While models can be useful for understanding complex systems, factors that fall outside the consideration of a model should not be ignored. When a system is impossible to model in a meaningful way, scenarios may be developed to imagine its possible future states.

6. **Be explicit about value judgments.** Subjective value judgments are inherent both in identifying what constitutes a risk (i.e. what it is that we might wish to avoid), and in deciding how much we care about it. These value judgments need to be clear and explicit, so that readers can easily apply different values if they choose. At the same time, once a risk has been identified, the assessment of its likelihood should be entirely objective, based on the best available information.

Finally, as recommended by the International Risk Governance Council, we have maintained a clear separation between risk assessment – analyzing and understanding a risk – and risk management – deciding what to do about it.

Here we present some brief perspectives from the fields of finance, security and government science advice to further illustrate some of these principles and their relevance to understanding the risks of climate change.

### An actuarial perspective

**Dr David Hare**, Immediate past-President of the Institute and Faculty of Actuaries

**Climate change is primarily a risk management problem – one of the most important goals of climate change policy should be to limit the probability of a very bad outcome to an acceptably small value.**

Risk assessment in the actuarial profession is based on understanding scenarios that could have the greatest impact, even if the probability is low – we are concerned with protecting against the ‘risk of ruin’. To assess and manage the risk of ruin in the insurance industry actuaries rely on three important elements: models to determine sufficient capital to cover liabilities that could arise from a ‘1 in 200 year event’; scenario testing to manage risks and assess future risks; and, disclosure and transparency to assist market forces in imposing discipline on firms.

Modelling alone will not assess or manage risk effectively – all three aspects of risk assessment are required and are applicable in the case of climate change risk:

- Risk models are a representation of the world (albeit imperfect) and should reflect all appropriate quantitative and qualitative data. A factor that is important in determining risk should never be excluded from consideration simply because it cannot be quantified.

- Understanding risk drivers and contingent risks is critical in determining potential outcomes. For climate change, risk drivers include human emissions, climate feedbacks, and human vulnerability. Contingent risks include ‘second order’ risks, such as political instability arising as a result of climate change impacts on food and water security.

- Transparency and disclosure of risks are paramount so that markets and decision-makers can respond to risk appropriately.

One of the key risk drivers for climate change is the response of global temperatures to emissions. If only ‘fast feedbacks’ are taken into account, relatively low temperature increases will be calculated. But past climate change indicates that in the long term, ‘slow feedbacks’ can lead to much higher temperature increases (see Figure 5). A risk management approach should examine the risks that these ‘slow feedbacks’ are relevant to us and consider the scenarios of most concern. In actuarial work, it is the extreme cases that we consider to be the most important.

### Figure 5: Example of a non-modelled risk; alternative estimates of temperature sensitivity to CO₂ (plotted areas include uncertainty of 1 standard deviation, the full range of possible outcomes is wider).

Good decisions are often based on exploring difficult scenarios and then using this information to mitigate the risk. In the case of climate change, the question remains – are we focusing too much attention on a 2°C world, rather than the risk of a more extreme temperature rise of 4°C or more? These more extreme scenarios are possible by the end of the century and, due to the uncertainty about the nature and scale of impacts, there is no certainty that adaptation will be successful.
Risk assessments in reinsurance use a mixture of methods including horizon scanning, scenario tests and catastrophe modeling. The principles of risk assessment we apply include: (i) concentrate your effort on the largest risks, (ii) base analysis on the best available information, (iii) avoid the dangers of averaging, (iv) carry out continual reassessment of the risk; (v) cater for human factors and (vi) take account of uncertainty.

Human factors are critically important in assessing the risk of climate change. Just as our catastrophe models consider the uncertainty in natural hazards, so our climate policy must be based on risk assessments. The human factor includes the possibility that the negotiations fail, that some carbon capture technologies do not deliver, that policies may be reversed by future administrations, etc. When these are considered, we see that extreme outcomes are much more likely, and we may decide to strengthen our actions so as to avoid them.

Avoiding the dangers of averaging is important in identifying the largest risks. My friend Professor Lenny Smith has an excellent analogy to bring this point home. Imagine three policymakers who like river walking; none of whom can swim. They ask their scientific advisor whether the depth of water you ever exceed head height. The advisor asks three universities to develop models: the first notes that the water exceeds head height near to the west shore, the second believes this is not the case but water only exceeds head height near the east shore. The advisor, noting the uncertainty in the modeling, believes the best approach is to average the three results. The outcome is regrettable! The fact is that each of the models predict certain death but the precise location is not known. By averaging, this crucial information is lost.

In my view, much time is spent worrying about whether a particular climate model is correct regionally. We cannot predict exactly what temperatures will be in different locations, what the sea level rise will be; how much extreme rainfall or drought will change – but the majority of climate models predict dire outcomes somewhere – hence that overall prediction, that outcomes will be very serious indeed is very robust – even if the details are not.

The best available information can take many forms; sometimes, all we have to rely on is expert judgment. In these cases, it is essential for the expert to communicate without bias. It has always concerned me that our use of the word ‘conservative’ has the opposite meaning in insurance to its meaning in science. Scientists are ‘conservative’ if they constrain their worst fears, and wait for more evidence before communicating them; therefore, ‘conservative’ predictions tend to underestimate risk – they are less than best estimates. In insurance, ‘conservative’ reserves are higher than would be required by best estimates. In matters of risk assessment, I feel the insurance point of view is more appropriate.

Risk assessment has to pay attention to low probability, high impact risks. As Admiral Frank ‘Skip’ Bowman, United States Navy (Retired) has said: “Even very low probability events with devastating consequences must be considered and mitigation/adaptation schemes developed and employed. We risk our nuclear submarine fleet in this fashion. Some may argue that this continuing process results in overdesign and overcautiousness. Maybe so, but our U.S. submarine safety record testifies to the wisdom of this approach. That’s where we should be with climate change knowns and unknowns.”

In a second report on the national security risks of climate change, the CNA Military Advisory Board warned against a ‘failure of imagination’ with regard to situations of deep uncertainty:

“...When it comes to thinking about how the world will respond to projected changes in the climate, we believe it is important to guard against a failure of imagination. For example, in the summer of 2001, it was, at least partly, stovepipes in the intelligence community and a failure of imagination by security analysts that made it possible for terrorists to use box cutters to hijack commercial planes and turn them into weapons targeting the World Trade Center and the Pentagon. Regarding these threats, the 9/11 Commission found “The most important failure was one of imagination. We do not believe leaders understood the gravity of the threat. The ... danger ... was not a major topic, for policy debate among the public, the media, or in the Congress.” Failure to think about how climate change might impact globally interrelated systems could be stovepipe thinking, while failure to consider how climate change might impact all elements of U.S. national power and security is a failure of imagination."

One of the key purposes of risk assessment is to allow decision-makers to weigh choices for action under uncertainty. To give leaders a process to evaluate threats, probabilities, outcomes, and courses of action with incomplete information, in this case, divorced from political pain and personal preferences. If policymakers, under the guise of ‘waiting for perfect information’, fail to set strong climate change mitigation and adaptation policies today, they are ignoring the risks to our economy and our national security for the future. Risk analysis is pretty simple really: ‘How bad can it be? Can I stand that? And if not, how do I move the fallout back to something I can live with, and when must I start?’ Two other points are critical: (i) how will I know my plan is working or not in time to change it? And (ii) if we are wrong, what’s the cost and how bad could that be? Not making any decision is actually letting fate decide. The military adage is, ‘Plan for the worst, hope for the best, and accept anything in between’ – and act.

The CNA Corporation’s Military Advisory Board (MAB) is a group of sixteen retired Generals and Admirals that studies global issues to assess their impact on national and global security.
It is true in all cases that management of any risk (or opportunity) of significance to decision-makers requires evidence from both the physical and the human sciences. Usually, this is because assessment of the risk and its responses requires insights into the behaviour of complex systems in which human and physical behaviours are coupled. Also, because the aim is to change the future the evidence must facilitate action, and actionable evidence requires insights into human behaviour.

A practical example comes from the UK’s National Risk Register. There, the overviews of the consequences for each risk explicitly include both direct and indirect or systemic impacts. The potential consequences of pandemic flu, for example, include the direct medical impact of dealing with infections, together with indirect impacts causing social and economic disruption including potential threats to the continuity of essential services, lower production levels, and shortages and distribution difficulties.

During the recent Ebola emergency, the UK worked with US, French and other partners to manage risks at source and in the home nations. Getting this right required sophisticated epidemiological modelling. But decision-makers also drew on the behavioural and social sciences, including anthropology and history, to help understand human behaviours such as the significance of traditional burial customs. This enabled them to better assess and anticipate the risks, and to design and monitor interventions to bring the rates of infection down as rapidly as possible.

What is true about facing up to risk in the short term is also true about major long term risks. It is certainly true for our understanding of climate risk. We need to consider the role of climate change as risk multiplier and the interdependencies between different sources of risk. GO-Science’s Foresight programme has shown how intimately climate change interacts with social, technological and economic drivers to shape possible futures in the global food and farming system, in patterns of international migration and in flood risk. These studies show that we need to get from considering the physics of climate change in isolation, to a better understanding of how intimately climate change interacts with social, technological and economic drivers.

Scope of the risk assessment, in space and in time

A risk assessment informs decision-making by providing information about the possible consequences of decisions. So it is logical that a risk assessment should have a scope in space and time that is wide enough to include the most significant consequences of the decisions it is aiming to inform.

As stated above, our risk assessment is intended primarily to inform governments’ decision-making on emissions policy. The consequences of emissions – the risks of climate change – occur in every part of the world, and so it follows that our risk assessment should have a global scope. Since we have not attempted to be comprehensive, we have described a range of risks across the world that we think may be of particular interest to decision-makers in national governments, particularly those of countries with significant economic size and political influence.

The logical scope in time of a climate change risk assessment is perhaps not so obvious. Risk assessments often have a relatively short-term focus: the UK Government’s National Risk Register of Civil Emergencies considers only the next five years, and its National Security Risk Assessment only the next twenty. The risks of climate change that could occur over such short time periods are irrelevant to decision-making on emissions: inertia in the climate system means nothing we do now to reduce emissions will have any significant effect for at least the next couple of decades.

Decisions relating to emissions have consequences beginning in the medium term, and lasting over a very long time period. Once a coal-fired power station is built, it is likely to keep operating for several decades (though not inevitably: it could be closed early, if that cost is accepted). Once carbon dioxide has been emitted to the atmosphere, a substantial fraction of it will still be there, changing the climate, ten thousand years later.11 So it makes sense for a climate change risk assessment to consider the long term.

A long-term view is not unique to climate change: in assessing the risks arising from the storage of radioactive nuclear waste, governments have considered timeframes of thousands, hundreds of thousands, and even a million years. But climate change has a particular characteristic that makes consideration of the long term even more important: the risks of climate change tend to increase over time. This is likely to be true at least for as long as emissions of greenhouse gases are above zero, their concentration in the atmosphere is increasing, and the global temperature is going up. This makes the risks of climate change quite different from the risks of natural hazards such as earthquakes, which tend to be roughly constant over time in a given location, or the risks from a radioactive waste deposit, which will gradually decrease over time (see Figure 6). For climate change, if we do not consider the long term, we will not be considering the biggest risks.

Figure 6: A risk roughly constant over time: major earthquakes 13
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Figure 7: A risk that decreases over time: radioactivity from nuclear waste 14
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For the purposes of this risk assessment, we have imposed no limit on the time period under consideration. However, in practice the time period for which a risk assessment can be meaningful depends on the quality of information available, and the degree of complexity of the risks. For very large, slow-moving components of the climate system such as continental ice-sheets, it is both possible and informative to consider what might happen over hundreds and even thousands of years. The direct risks of climate change – such as the impact on crop yields – are often assessed out to the year 2100; in some cases we have found it possible to look a little further. For the systemic risks, such as risks to global security, it is extremely difficult to consider as far ahead as the end of the century.

In general, we have aimed to look as far ahead as information or reasonable judgment will allow, and we leave it to readers to decide how much importance they attach to what could occur over different periods of time.

For readers of this report who wish to extend the analysis, the full RCP6.0 (Representative Concentration Pathway 6.0) results are presented in the main text and figure captions. A subset of simulations is also shown in Figure 8. This figure includes all the RCP6.0 runs for which modelers provided data, for six models of the RCP6.0 set of 27. The global mean temperature change is shown for the period from 1850 to 2300. The predictions are shown for three different time periods: 2081-2100, 2101-2150, and 2151-2200. The results are shown for the RCP6.0, RCP4.5, and RCP2.6 scenario. The figures show that the global mean temperature change is projected to increase over time, with the most significant increases occurring in the 21st century. The figure also highlights the uncertainty in the projections, with a range of possible outcomes for each time period.

Endnotes

1. Sources used to identify these principles include:
   (iii) UK Cabinet Office (2012). National Risk Register of Civil Emergencies.


13. Data from the National Centres for Environmental Information.


RISK ASSESSMENT PART 1: EMISSIONS

WHAT IS THE PROBABILITY OF FOLLOWING A HIGH EMISSIONS PATHWAY?

Contributing authors to this section: Professor Daniel Schrag, Professor Qi Ye, Dr Arunabha Ghosh, Mr Anil Jain, Professor Zhou Dadi, Professor Sir David King, Professor David MacKay, Dr Elmar Kriegler.

In this part of our risk assessment, we attempt to comment on the relative likelihood of different future pathways of global emissions. This approach differs from climate change assessments in which emissions pathways are presented as ‘equally plausible’, with no comment on their probability. We begin by explaining why, for our purpose, this difference in presentation is necessary.

3 HISTORY AND PURPOSE OF THE IPCC SCENARIOS

In 1992, the Intergovernmental Panel on Climate Change (IPCC) developed a series of scenarios (IS92) to evaluate future greenhouse gas trajectories and future climate. The purpose of using scenarios was to allow the climate assessment to compare climate model results based on identical greenhouse gas emissions over time. There were six scenarios, covering a wide range of trajectories, from low emissions scenarios that had CO₂ emissions peaking by 2020 below 8 billion tons (Gt) of carbon per year, to high emissions scenarios that had emissions growing steadily through the century, reaching 35 Gt of carbon by 2100.

In 2000, in preparation for the third Assessment Report (TAR), the IPCC published a Special Report on Emissions Scenarios (SRES), which replaced the IS92 scenarios with 40 different scenarios, grouped into six ‘families’, each with common themes for the major factors controlling greenhouse gas emissions. For the SRES scenarios, each family had projections for population, economic growth, economic disparity between Annex I and non-Annex I countries, and energy technologies. These scenarios covered a slightly narrower range as the IS92 scenarios, although still including a low-emissions scenario that had emissions decreasing through most of the century, and several high-emissions scenarios that showed emissions continuing to grow through 2100.

For the climate science assessment (‘Working Group I’) of the Fifth Assessment Report, the IPCC switched to using a new set of scenarios – called ‘Representative Concentration Pathways’ (RCPs). RCPs moved away from explicitly describing the various social factors such as economic or population growth. Instead, the RCPs describe four emissions pathways that lead to four different levels of radiative forcing in 2100 (+2.6, +4.5, +6.0 and +8.5 W/m²). The RCPs were the first IPCC scenarios to explicitly consider emissions past 2100. We know from a variety of modelling studies that peak warming depends primarily on global, cumulative emissions of CO₂, the most important greenhouse gas, a significant portion of which remains in the atmosphere for tens of thousands of years. Thus, extending the scenarios beyond 2100 is important...
because it emphasizes that stabilizing radiative forcing requires that emissions must ultimately decrease to near zero. However, because the social factors are not specified, the RCPs can emerge from a diverse set of possible socio-economic trajectories, as slower growth in energy consumption due to reduced economic growth, for example, could compensate for a slower shift to non-fossil energy systems, or faster growth in global population. The simplicity of the RCP scenarios is an advantage, but it also makes it somewhat difficult to understand the underlying drivers of the greenhouse gas emissions.

None of the three generations of IPCC scenarios were ever considered to be ‘predictions’ of the future, but simply different possible futures of greenhouse gas emissions. This allowed the main focus of the climate science assessment to be the carbon cycle and the climate system, without also needing to confront the huge range of factors that affect how global greenhouse gas emissions will change over time. One can easily understand why this decision to avoid any discussion of probability of the different scenarios was made, given the complexities of reaching consensus across all of the participating countries, and given the genuine uncertainties in all of the social factors. If the objective is simply assessment of climate science, then the approach of considering a range of different emissions trajectories, and then focusing on how the carbon cycle and climate system responds to each, is quite reasonable.

At the same time, a much larger range of scenarios, reviewed by the IPCC reports on mitigation (‘Working Group III’) has looked in depth at how social, political, economic, and technological factors could affect the future pathway of global emissions. This work helps illustrate what might be a plausible range for future emissions (see Box: ‘Framing the plausible range’), and supports our understanding of the relative importance of the different variables.

**Framing the plausible range**

Models of the global system of energy, land use, population and economy provide a way to project future emissions on the basis of changes in socioeconomic trends and policy choices. In recent years, such models have been used to produce more than a thousand emissions scenarios. Taken together, these give us an idea of a plausible range for global emissions over the course of the century (see Figure 1).

**Figure 1:** Emissions scenarios reviewed in the Fifth Assessment Report of Working Group 3 of the IPCC. Scenarios are grouped according to their CO2 equivalent concentrations in the year 2100 (see colour legend). Source: IPCC Fifth Assessment Report Working Group III Figure 6.7.

At the top end of the range are scenarios where no deliberate action is taken to reduce emissions, and fossil fuel (particularly coal) availability, economic growth and population growth are all assumed to be positive. In these scenarios, emissions can more than triple by the end of the century. Any one of the scenarios reviewed in the IPCC’s Fifth Assessment Report in which no deliberate action is taken to reduce emissions, emissions continue to increase throughout the century, whatever assumptions are made about population growth, economic growth, energy intensity of the economy, and fossil fuel availability. Typically in these scenarios, emissions by the end of the century are more than double their level in 2010.

In scenarios that incorporate some of the emissions-reducing measures that have already been announced or implemented by various countries and, as a result, slow down the increase of emissions by the end of the century, and require net negative CO2 emissions from the energy supply and land use sectors to compensate for remaining positive emissions of other greenhouse gases from land use and CO2 emissions from transport.

**4 TOWARDS A ‘RISK’ PERSPECTIVE ON EMISSIONS SCENARIOS**

Our purpose here is to provide an assessment of risk that countries face from climate change. Emissions trajectories (and cumulative emissions) ultimately control how much climate change they experience, so they must be a central part of that assessment. But if risk is the product of probability and impact, then with no estimate of probability, there can be no estimate of risk. For this purpose, a neutral presentation of emissions scenarios is inadequate.

Providing governments with probabilistic assessments of different emissions scenarios therefore seems fundamental to helping them assess the risks of climate change, and make good decisions about risk management. If some scenarios in the group are much more likely than others, on the basis of information available today (even with the enormous uncertainties in factors such as economic growth or technological change), then it is critical for those judgments to be communicated to policy makers around the world. If those judgments are not communicated, then policymakers may either misinterpret the experts’ selection of scenarios as representing such judgments, or they may base their decisions on their own estimates of the probabilities, whether these are explicitly stated or not.3

But placing probabilistic estimates on different emissions scenarios for the world is more easily said than done. Forecasting the future of global CO2 emissions from fossil fuel consumption alone, leaving aside other greenhouse gases and emissions due to land use, requires predictions of world economic growth and technological change over the next two centuries or more, as well as the possibility that climate policies will significantly influence these. There are so many uncertainties, with a high likelihood of technological, political and social surprises of many sorts that could fundamentally change the answer. The task seems Herculean.

As a starting point, we can look at how some probabilistic judgments are already present in the world of energy and emissions scenarios. The range of scenarios used and reviewed by the IPCC is not as wide as is physically possible: burning all the accessible fossil fuels in the ground could sustain high emissions for longer than the highest scenario pathway; and, in theory, an enormous effort to capture carbon and bury it underground could produce emissions lower than the lowest scenario pathway. The range has been constrained not as much by physics as by a judgment about what is plausible. Similar judgments were made in a scenario-based study that took a carbon price of $1000/tonne of CO2 to be the limit of ‘economic feasibility’, and in another that concluded that although models could compute climate pathways reaching 2 degrees by the end of the century where global emissions began to fall only after 2030, and then fell extremely rapidly, the difficulty of achieving these reductions ‘make it seem unlikely that such pathways can be implemented in the real world’. In all these cases, a judgment has been made largely on the basis of an...
understanding of politics, informed by knowledge of physical constraints and an assessment of technological difficulty. It is difficult to distinguish any difference in these examples between the concepts of ‘infeasible’, ‘implausible’, and ‘very improbable’. In this report, we attempt to make a judgment based on those same elements. After reviewing what is generally considered to be the plausible range for global emissions over the course of this century, we provide two different approaches to estimating the probability of different emissions scenarios within that range, and then use both approaches to reach a final conclusion. First, we examine the near-term trajectories of some of the major countries and regions of the world over the next few decades, based on our knowledge of those countries’ policies, plans and economic circumstances. Second, we examine a series of technological innovations, some combination of which are required to ultimately displace fossil fuels from our energy mix and reduce CO2 emissions to near zero. Consideration of the timescale over which those innovations will occur, as well as the necessary energy infrastructure that must be built, also places some constraints on the probability of different emissions scenarios coming to pass.

5 THE IMPLICATIONS OF CURRENT POLICIES AND PLANS FOR SHORT-TERM EMISSIONS

Over the past two years, some of the largest countries and regions have made progress in developing goals for stabilizing or lowering their greenhouse gas emissions. Some of this progress was made possible by falling prices for renewable energy technologies, particularly wind and solar photovoltaics. In addition, economic shifts away from energy-intensive industries are likely to play a major role in the coming years. In the following section, we review the likely trajectories for the U.S., the European Union, China, and India, providing a brief discussion of the factors that will control their greenhouse gas emissions over the next few decades. This analysis does not allow for us to evaluate the timescale or probability of deeper emissions reductions that would be required to ultimately stabilize greenhouse gas levels in the atmosphere, but can provide a qualitative sense of which of the IPCC emissions scenarios are more likely.

The United States

In the U.S., emissions have fallen more than 10% relative to 2005. Some of this decline comes from sustained high oil prices until the summer of 2014, which led to a reduction in vehicle miles travelled by passenger vehicles. The economic impact of the financial crisis of 2008 was also a factor in reducing the growth of energy demand. Finally, sustained low prices for natural gas driven by production from shale caused a shift away from coal in the electricity sector, which has also been a major factor in reducing emissions. Moving forward, the Obama administration has taken steps to achieve much deeper reductions in emissions, proposing a target of 26% to 28% reduction in greenhouse gas emissions relative to 2005 by 2025. In order to achieve these reductions, two Federal policies have already been created by the Environmental Protection Agency (EPA), aimed at reducing emissions from transportation and from the electricity sector. There is also important policy activity at the state level, in particular an economy-wide cap-and-trade regime in California, and a cap-and-trade market specific to the electricity sector for several northeast states.

The first major Federal action on reducing greenhouse gas emissions was revisions to the Corporate Average Fuel Economy (CAFE) standards. These standards now require an average performance equivalent of 54.5 miles per US gallon (65.5 miles per imperial gallon) for passenger vehicles by 2025. In addition, in 2011, the Obama Administration finalized the first-ever fuel economy standards for heavy-duty trucks, buses, and vans, which applies to model years 2014-2018. In order to reduce emissions from the electricity sector, in April 2012 the EPA proposed a carbon pollution standard for new power plants, prohibiting building new coal-fired power plants that do not have emissions-reduction technologies (i.e. carbon capture and storage). More recently, the EPA proposed a new rule for existing power plants that specifies emissions reductions for each state based on the potential to shift from coal to natural gas, improve the efficiency of existing power plants, improve efficiency in electricity demand, and add renewable generation to the current energy mix. These EPA rules are likely to be challenged in the courts over the next several years. Their successful implementation will be critical to reaching the goal of 26% to 28% reduction in emissions relative to 2005 by 2025.

At the state level, California has passed new legislation to achieve a 40% reduction in emissions relative to 1990 by 2030. This is by far the most ambitious goal of any U.S. state, but it is too early to tell exactly how these levels of reduction will be achieved. Other states are also paying attention. The state of Iowa now has more than 30% of its electricity generation coming from wind. And the Regional Greenhouse Gas Initiative, an electricity sector cap-and-trade regime among several northeast states, is slowly having an impact on new investments in the electricity sector, after some initial years with a cap set much higher than actual emissions from the region.

The new efforts by the Obama administration represent an important shift in U.S. policy, and have renewed interest around the world in achieving more aggressive reductions in greenhouse gas emissions. But real progress still faces many challenges. First, the substantial drop in the price of oil will make it more difficult to expand on the reductions in emissions from the transportation sector that the U.S. experienced from 2005 until 2014. Second, challenges to the new EPA rules in the courts, as well as the possibility of a new American president elected in 2016 who may oppose such efforts, means that the U.S. targets for 2035 are not guaranteed.

The European Union

Europe’s emissions have fallen by nearly 20% since 1990, largely as a result of energy and climate policies, supported by a decreasing share of energy intensive industry in the economy. At present, this leaves European per capita emissions above the world average, but still only about half those of the US, Canada and Australia. The largest emissions reductions initially came from the shift away from coal in the energy mix of Europe’s largest economies: Germany and the UK both reduced their coal consumption dramatically after 1990 as they shifted to gas, and France continued to reduce its coal consumption as it increased its reliance on nuclear energy for electricity generation. Climate policy has played an increasingly significant role, particularly in increasing the share of renewables in electricity generation through both direct subsidies and portfolio standards. Notably, Germany led the world in introducing a feed-in tariff system, initiated in 1998, to promote the installation of solar and wind capacity. In 2012, renewable energy provided 27% of Germany’s electricity generation; solar delivered about 6% and wind 8%. Spain generated more than 20% of its power from wind in 2013, while it also made significant investments in solar photovoltaic and concentrated solar power. The UK and Denmark have led the world in the installation of offshore wind. Renewable energy subsidies have been complemented by carbon pricing: the European Union’s Emissions Trading Scheme (ETS) applies to more than 11,000 power stations and industrial plants in 31 countries; during its first five years of operation it imposed a price in the range of €15–25 per tonne of CO2. As the ETS price has fallen in recent years, countries such as the UK and Sweden have supplemented it with national carbon taxes of their own. At the same time, regulatory standards have been used to progressively decrease emissions from vehicles.

Given the progress already made, the EU looks likely to achieve its target of reducing emissions by 20% by 2020 compared to 1990. The EU’s next target – a domestic reduction of at least 40% by 2030 – should also be achievable, but exceeding it would require overcoming some of the technical and policy challenges that an earlier target presented a faster pace of emissions reduction. The expansion of the EU to include eastern European countries has, on the one hand, slowed down the transition overall, but on the other hand it has incorporated these countries into the policy process.

The shift of Europe’s major economies away from coal, while not yet complete, has already taken place to an extent that means it cannot simply be repeated. Further decarbonisation of the power supply will require a significant growth in low carbon generation. New nuclear power has been ruled out by some countries, such as Germany, and is included in the plans of others, such as the UK. So the prospects for renewable energy are critical. It is notable that the countries that have achieved the highest levels of renewable energy as a proportion of power generation are already experiencing some difficulties handling intermittency. Spain and Ireland have on occasion cut off their wind generation when it exceeds manageable levels, while Germany and Denmark increase their electricity exports whenever solar and wind generation peaks. It is recognised that raising the contribution of renewables to power generation from 20% to 40% will require significant advances in demand management, smart grids and energy storage. Continued reductions in cost can support this process, as can interventions to increase interconnectivity across the European continent. In parallel, Europe will need to begin to decarbonise its heating and transport – areas where progress to date has been uneven.
China

China’s carbon emissions experienced rapid growth driven by the fast-growing economy for more than three decades. In 1990, energy related carbon emissions from China were 2.27 billion tons CO2, accounting for a little more than a tenth of the world total, while U.S. emissions were more than 5 billion tons, close to a quarter of the world total. In 2014, China’s carbon emissions increased to almost 9 billion tons, nearly four times their 1990 level, while the US added only 56%. In fact, China surpassed the US in 2008, becoming the largest carbon emitter in the world. In 1990, China’s per-capita carbon emissions were less than half the world average; in 2007, China’s per capita carbon emissions exceeded the world average and are now quickly approaching the average level of the EU’s twenty-eight Member States.

In 2009, China set its 2020 carbon management target under the Copenhagen Accord, aiming to reduce its carbon intensity, measured as carbon emissions per unit of GDP, by 40% to 45% compared to the 2005 level. By the end of 2014, China’s carbon intensity was 33% lower than the 2005 level, well on track to deliver its Copenhagen pledge. Meanwhile, China’s total carbon emissions continued to grow, from 5.1 billion tons in 2005 to nearly 9 billion tons in 2014.

Despite the continued increase in total carbon emissions, the growth rate of carbon emissions has been in a steady decline since 2005, and was near zero in 2014. Several different government policies have played key roles in bringing down the carbon growth rate. First, energy efficiency in all major sectors has been improving. By the end of 2014, China’s energy intensity had decreased by about 30% from the 2005 level. Coal-fired power plants now use less than 290 grams of coal for generating one kWh of electricity. The best coal-fired power plants in China are now leading the world in energy efficiency, and the national average energy efficiency of all power plants is now rising to the best in the world. The Top 1000 Enterprises Program, a nationwide program focused on the greatest energy consumers in China, saved more carbon emissions in five years than the European Union has saved under the Kyoto Protocol.

A second factor in slowing down the growth rate in emissions is the development of renewable energy. China is now leading the world in investing in renewable energy, contributing to a quarter of the world total. More than 200 gigawatts of wind generation capacity is in place, adding roughly half of the world’s new wind power development in 2014. The installed capacity of solar power generation in 2005 was 700 MW, and had grown to more than 28 GW by the end of 2014, a 40-fold increase in less than a decade. It is possible that China will overtake Germany to become the largest developer of solar power in the world by the end of 2015.

A third factor for reducing the growth in emissions has been a concern for air pollution, which has helped to set a cap for coal consumption in key regions, which will eventually extend to the whole country. As a result, coal consumption was down by 290 million tons in 2014 compared to the previous year, contributing to a stabilization of carbon emissions in China.

Four, some provincial and municipal governments have taken leadership to explore low-carbon development paths. From 2009 to 2012, 42 provinces or cities entered into a national pilot program for low-carbon development. These pilots seem to be making an impact on other subnational and local governments on choosing an alternative pathway for addressing economic growth and climate change.

Finally, China has made a deliberate decision to launch a nationwide carbon market in 2016 in order to price carbon. This is the first national pilot program that covers seven, based on a pilot program in the E.U. China’s carbon market will be the largest one in the world, more than twice the size of the cap-and-trade program in the E.U.

India

India faces a large developmental challenge of raising the standard of living of its citizens. As per capita consumption of energy is strongly correlated with quality of life, the above strategy will require an increase in per-capita and national energy consumption. Today, fossil fuels comprise nearly 90% of India’s primary commercial energy, and this proportion is unlikely to fall in the near future. However, there are various opportunities for raising the levels of technology in power generation, lighting and transportation among others which could moderate the demand for energy.

India could leverage its strength in solar energy, as it is endowed with roughly 300 clear, sunny days per year, as well as a large wind-energy potential. Therefore, actions on both demand and supply sides, by enhancing energy efficiency and enhancing renewable energy, could moderate the carbon intensity of the economy in the coming decades.

Climate change impacts developing, tropical countries more than others, both due to their geographical location and their poor capacity to absorb adverse effects. The dependence of a large share of farmers in these countries on rain for their livelihood, high density of population, and weak economies further exacerbate their vulnerability to the impacts of climate change. Being conscious of the above, the Indian Government has strived to moderate emissions through its developmental agenda. A series of measures have been underway as a part of the eight missions under the National Action Plan on Climate Change in the areas of energy efficiency, solar energy, and forestry, among others. The erstwhile Planning Commission (now replaced by the Niti Aayog) had also constituted a Committee to suggest a strategy to moderate its carbon intensity under the Twelfth Five Year Plan (2012-17) and beyond, even while attempting inclusive growth. In more recent times, the Planning Commission has generated a scenarios based analytical tool – India Energy Security Scenarios 2014 – along the lines of the UK 2050 calculator, to help policy-makers develop a way forward in meeting India’s energy challenges. This tool also aims at achieving energy security in terms of lowering import dependence for energy supplies, while ensuring reduction in carbon emissions.

Today, India is the third largest carbon emitter after China and the U.S., or fourth if one considers the European Union as one entity. However, at 1.72 tons per capita CO2 emissions or 2.1 billion tons total in 2010, it is still far behind the others. It is also evident that the aggregate (and per capita) emissions of India are going to keep rising as the standard of living of Indians rises. The per capita emissions of India related to energy consumption in 2010 were 1.26 tons of CO2, and could grow to between 3.3 tons and 5.1 tons by the year 2047, depending on the country’s ability to adopt moderate carbon intensity pathways.

India’s annual per capita energy use was 614 kgoe (kilogram of oil equivalent) in 2011, while electricity use on similar parameters was 684 kWh. At this low energy use, a large section of the population is without access to modern sources of energy, or is served very poorly with large outages. The consumption pattern is further skewed towards essential life promoting activities like cooking and keeping warm, with negligible use in other ‘lifestyle’ uses such as transport, lighting etc. As mentioned above, per capita consumption of energy is bound to rise, but energy usage could be made efficient by adoption of technology, behavioural changes and better planning and infrastructural improvements. India’s demand for building space and consequent
demand for steel, transport, and energy for cooking and household electricity, are all likely to grow by at least a multiple of three between now and 2047 (the 100th year of India’s independence). Adoption of efficient buildings, codes, a shift to public transport, and adoption of electric vehicles and efficient devices, could all moderate India’s emissions intensity.

Similarly on the supply side, while coal is expected to remain the major source of energy for heavy industry and for electricity generation, the share of renewables and gas, and electrification of the energy sector hold large promises. Both grid-connected and decentralized renewable energy sources have the potential to contribute to meeting the electricity and cooking energy needs of the poor (while as a co-benefit, encouraging rural entrepreneurship)". In the transportation sector, a combination of demand and supply side interventions in this area (reduced demand for transport by better urban planning and use of electric vehicles and public transport) could moderate energy consumption. The share of electricity in primary energy supply, as well as contribution from renewables, could rise from the present 16% to 22%, and from 4% to 29%, respectively, to achieve a lower carbon intensity by 2047.

Two initiatives are particularly worth highlighting. The first relates to the National Mission on Energy Efficiency. India has already launched the innovative Perform, Achieve and Trade scheme, mandating energy efficiency targets for plants and factories in eight industrial sectors, failing which they would need to purchase additional energy savings certificates from over-performers (2015 will be the first year of trading). Efficiency will also be a major driver for residential appliances via the Super-Efficient Equipment Program, which was launched in 2013. Efficiency considerations will also impact the adoption of alternative chemicals and technologies for air conditioning and refrigeration in residential and commercial buildings. The government has also developed plans for demand-side management in municipalities to decrease their energy consumption.

The second policy initiative is the Indian government’s goals for renewable energy. In a total installed capacity of more than 35 gigawatts of renewable energy (excluding large hydropower), wind power accounts for nearly 23 gigawatts. The National Solar Mission was launched in 2010 and more than 4 gigawatts have been deployed. But more recently, the government has announced plans to install 175 gigawatts of renewables-based electricity-generating capacity by 2022, including 100 gigawatts of solar power. Meeting the second goal would require a growth rate equivalent to doubling the country’s installed solar capacity every 18 months. It will also require a clear understanding of the three factors that drive energy demand in India (access, security, and efficiency); new (federal and state policies and incentives; innovative financing for capital investments estimated at $100 billion or more; and additional funding for manufacturing, training, and job creation). Project developers will have to grapple with the cost and availability of land, grid connections, and backup power.

Overall, there is enormous potential for India to reduce the energy intensity of its economy and the emissions intensity of its energy sector, as energy consumption increases over the next three decades. In particular, the decreasing costs of solar photovoltaics may be particularly helpful for India to limit the expansion of coal consumption, given its high solar potential. At the same time, it is important to acknowledge that India’s GDP had been growing annually at a near 9% growth rate in the past, with a slowing down in recent years. India aims at growing above 7% annually in the 12th Five Year Plan period (2012-17) and a long term compound annual growth rate of 7% in the coming decades, too. The power sector is registering a near 10% generation growth annually, with both fossil fuel and renewable energy based capacities being a part of this growth. India cannot afford to postpone its development for the sake of carbon reduction goals, and thus overall emissions from India are likely to rise substantially in the coming decades. India can partially temper this growth in emissions with adoption of efficiency in use of energy, and promote low carbon strategies even when locking in investments in related infrastructure. A co-benefits approach towards moderate carbon strategy will also be helpful in curbing energy imports, by replacing imported energy by local resources such as solar and wind power.

A Global Perspective on Emissions over the Next Three Decades

What do these different perspectives from these four regions mean for the likelihood of different emissions scenarios? Current progress in the European Union and in the United States in reducing emissions is encouraging, but the pace of change is not compatible with low emissions scenarios. Similarly, the announcement that China’s emissions will peak by 2030 is very important for avoiding the high emissions scenarios, but still not sufficient for achieving the low emissions scenarios. Perhaps the most important news is the growth of renewable energy installations around the world, and the concomitant reduction of renewable energy prices. If India and other developing countries (e.g. those in sub-Saharan Africa) are able to expand their use of renewables more rapidly than expected, then the high emissions scenarios are unlikely to occur. But it remains uncertain whether renewables will be able to continue their trajectory as higher levels of penetration are achieved, when countries face the challenge of intermittency of supply and the difficult technical challenge of energy storage.

The low emissions scenarios that have a high probability of limiting warming to less than 2°C will not be possible unless the EU achieves its goal of an 80% reduction by mid century, the U.S. and China both accelerate their progress, dramatically reducing their coal consumption in the next two decades, and India displaces its anticipated increase in coal consumption with an expansion of solar and other renewables. Other countries and regions must follow suit, with non-fossil technologies ultimately becoming disruptive for supporting development goals.

6 TECHNOLOGICAL CHALLENGES THAT WILL DETERMINE FUTURE GLOBAL EMISSIONS

Another approach to placing constraints on the likelihood of different global emissions trajectories is to evaluate different emissions scenarios through the rate of technological change and energy infrastructure investment. Quantitative modelling of low-carbon energy systems for different countries allows one to identify a series of technological innovations or infrastructure investments that must be made to enable reducing emissions to near-zero levels. In the following section, we ask a series of questions that relate to energy innovation and low-carbon energy systems. For any individual country, there are an infinite number of possibilities for combinations and arrangements of technologies and approaches, and these are likely to differ across different countries and regions. Thus, not every one of the questions about technological innovations and investments discussed below must be answered in the affirmative to achieve near-zero emissions for the world. However, the modelling makes it clear that many of these innovations will ultimately be required, although the exact contribution from each one remains uncertain.

One aspect of this approach is to evaluate a nation’s energy system by sector. For example, energy for the transportation sector around the world is supplied almost entirely by petroleum. Replacing the petroleum with non-greenhouse gas emitting alternatives requires not only a technology for passenger vehicles (e.g. electric vehicles with batteries), but also a technology for replacing diesel fuel for freight transport, for which batteries are unlikely to be sufficient, and also a technology to replace jet fuel. Rather than specifying particular technologies in the following discussion, we chose instead to discuss very broad categories of technological solutions, allowing for the potential for technological surprises. At the same time, the quantitative modelling of emissions scenarios, both for the world and for individual countries, makes it clear that we can distinguish between the low and high emissions scenarios in terms of the timescales over which energy innovation must occur, and also the timescales of energy infrastructure investment.

1. Can high penetration wind and solar be managed at large scale, using storage, demand management, backup, and other approaches? Will the cost of renewables decline sufficiently to drive the world’s electricity systems to become dominated by renewable energy?

Over the last decade, there has been enormous progress in reducing the costs of wind and solar power. Onshore wind, in good locations, is now directly competitive with fossil sources of electricity (i.e. coal and natural gas). Around the world, we have seen the growth of wind as a percentage in overall electricity generation for countries such as Ireland (19%), Aruba (29%), and Denmark (28%), as well as regions within countries, such as Iowa (30%). Offshore wind has been deployed in countries like Denmark and the UK, although it remains a much more expensive option relative to onshore wind installations. Progress in reducing the cost of solar photovoltaics has been particularly dramatic, starting with Germany’s aggressive policies of feed-in tariffs, leading to about 6% of their generating capacity supplied by solar power in 2014, and then followed by policies around the world that are driving large-scale installations in China, the U.S. (particularly California), and southern Europe. Coupled with the rapid expansion in installation have come advances in manufacturing around the world, particularly in China, that have
driven reductions in prices. Costs for large-scale solar photovoltaic installations in many countries are now below $2 per watt, encouraging many countries, such as India, to revisit their investment decisions around electricity generating capacity.

The expansion of renewable electricity in countries and regions around the world has forced a more intense interest to develop strategies to manage the intermittency of wind and solar energy. Many approaches have been proposed, but only recently has the extent of renewable penetration in countries and regions mentioned above created market conditions that allow companies to deploy energy storage and demand management strategies. The next two decades will be critical in determining whether countries can surpass canonical limits to intermittent resources of around 20% to 30%, and achieve much higher levels of renewable penetration, when combined with energy storage, better transmission systems, and demand-management strategies that can shift the load to times when renewable resources are available. There are many theoretical studies that suggest such strategies are possible, but the details of their implementation, as well as the additional costs, remain uncertain. It is also possible that there will be renewed interest in concentrated solar power, and other renewable technologies that include some storage capacity as an integral component. For some regions with abundant natural gas resources, such as the United States, expansion of renewables will likely be facilitated by using natural gas turbines as backup supply. This will not be effective in many regions of the world, such as India. Moreover, using fossil systems as backup does not allow for the deep reductions in carbon emissions required in future years.

2. Will nuclear power become a serious option for the power sector in terms of cost, safety, and proliferation risk?

For some regions of the world, such as the United Kingdom, nuclear power is a critical component of plans to achieve low-carbon goals, as their renewable resources are limited. Even in countries with substantial renewable resources, uncertainty about the costs of storage or demand management, and thus the potential for deep penetration of renewables, nuclear power may be an attractive option for zero-carbon baseload power because it is highly reliable.

The challenge in the next few decades is to bring down the cost of nuclear power while increasing the safety and minimizing the risk of proliferation of nuclear weapons, including the risks of nuclear terrorism, as well as developing better strategies for disposal of nuclear waste. There are many proposals for future nuclear power plants, including small modular reactors that would lower costs through efficiencies of scale in manufacturing, more uniform designs of larger reactors that would bring down costs by streamlining the engineering and construction, and new reactor types, such as thorium reactors.

Current deployment efforts are being led by China, which has 24 nuclear power reactors under construction, and hopes to increase its nuclear capacity more than threefold to around 60 GW by 2020-2021, and then to some 150 GW by 2030. Other countries, such as Germany and Japan, have moved away from nuclear power following the tsunami and nuclear accident in Fukushima. But even for countries with a commitment to nuclear power, the timescale of technological innovation in nuclear power is inherently slow, due to the relatively large scale of capital investments and the risks associated with experimentation of nuclear design and construction. For many countries that have had substantial nuclear power programs, such as the U.S., it looks like high costs and concerns about safety will cause a reduction in nuclear power over the next three decades as nuclear power plants from the 1970s are retired.

3. Can we eliminate the use of petroleum from the passenger vehicle sector (without biofuel that will be needed for jet fuel and diesel fuel)?

Use of petroleum in the transport sector is currently one of the largest sources of energy-related greenhouse gas emissions. Current global petroleum consumption (including natural gas liquids) is roughly 90 million barrels per day, and continues to expand despite reductions in the U.S. and the E.U. Reaching any of the low-carbon emissions scenarios and stabilizing CO2 at only a modest increase relative to today will require a massive, global transition over the next few decades to the use of non-fossil technologies for vehicle transportation.

Current technologies for electric cars are making enormous progress, with several automobile manufacturers currently producing full electric vehicles for both the luxury (e.g. Tesla, BMW) and entry levels (Chevrolet, Nissan). At the same time, the cost of these vehicles remains expensive; current prices are roughly double the cost of equivalent vehicles with internal combustion engines, although progress in reducing costs of batteries is expected in the coming years. Another area of innovation is in smaller electric vehicles, such as scooters and motorcycles, particularly in Southeast Asia. Although the progress in battery-powered electric cars is encouraging, some automobile manufacturers are investing in hydrogen fuel-cell vehicles as an alternative pathway to non-fossil transportation. Fuel cell vehicles would require a massive infrastructure investment for transport and distribution of hydrogen, which is currently made largely from fossil fuels, rather than the scale from renewable gas, which could be produced in the future. Thus, a transition to battery-powered electric vehicles appears to be the most likely technology that can prove disruptive to internal combustion engines for passenger vehicles, but it remains possible that fuel cells will also be competitive.

The major challenge that this sector poses for achieving low emissions scenarios is the pace and scale of the necessary changes. In 2014, there were more than a billion vehicles in the world, nearly all of them with internal combustion engines. In order to reach the low emissions targets, non-fossil technologies would have to become disruptive, dominating sales around the world by mid century, or perhaps even earlier. Even after electric or fuel cell cars become competitive with internal combustion engine cars, it will likely take several decades before the technology becomes dominant in the actual vehicles on the roads around the world. Such a large shift in manufacturing and technology is possible, but the pace and scale is daunting without major efforts to bring costs down in the immediate future.

4. Can biomass or alternative technologies be used to displace diesel and jet fuel at a reasonable cost? How can impacts of biomass through land use be managed?

Replacing petroleum currently used for jet fuel and for diesel fuel for freight transport may be the most difficult technological hurdle to reach a non-fossil economy in the future. Current aviation technologies require hydrocarbon fuels because of the technical requirement for fuel with very high energy density and very low mass. Some freight transport could be transferred to trains powered with electricity, but it is difficult to imagine replacing all truck transport with trains. Whatever freight transport will be done with trucking will be very difficult to electrify, given the power-to-weight challenges of battery technologies in the foreseeable future. A likely alternative to petroleum-derived diesel and jet fuels is biofuel, produced through the use of a variety of bioconversion and thermochromic processes, including Fischer-Tropsch chemistry, that is used to produce fuels from coal in South Africa. The biomass feedstock requirements of replacing diesel and jet fuel with biofuel are massive, even with enormous efficiency gains in aviation and trucking. For example, using current Fischer-Tropsch technologies to produce 10 million barrels of fuel per day – which would roughly 1% of current transportation demand – would require more than 125 million hectares of cropland, even assuming very high biomass yields of 20 dry tons per hectare. It is not clear whether cultivation of biomass crops for energy use at such a scale can be accomplished in the context of growing food demand around the world, nor is it clear that 10 million barrels of jet and diesel fuel per day will be sufficient.

Some work has been done to look at recycling of CO2 from biofuel and fossil fuel combustion into fuels, first through reduction to carbon monoxide, and then through Fischer-Tropsch synthesis, using hydrogen produced from renewable sources. In theory, this is possible, but the chemical reduction of CO2 into carbon monoxide is very energy intensive and remains a challenge to economic competitiveness. Overall, it is clear that there is no technology currently available that appears to be competitive with petroleum, even at much higher prices and with a very high price on carbon. Thus, relatively little effort has been dedicated to this problem, and it seems unlikely to emerge as a major priority for several decades. An appropriate technological replacement for petroleum will eventually emerge as oil supplies dwindle, but waiting until most of the oil reserves are extracted is simply incompatible with low-emissions scenarios.

5. Is carbon storage feasible at very large scale (i.e., tens of billions of tonnes per year)?

One approach to reducing CO2 emissions involves CO2 capture from emissions sources and then storage in geological repositories, often referred to as carbon capture and storage (CCS). CCS appears particularly attractive in reaching a low-carbon economy for several reasons. First, CCS might allow the world to transition to a low-carbon economy without discarding capital investments that have been made in electricity infrastructure. Currently, there are more than 2,000 power plants that emit at least 1 million tons of CO2 per year. Together these power plants released more than 10 billion tons of CO2, or roughly one-third
of global emissions. To the extent that some of these plants can be retrofitted with capture technology and that appropriate storage locations can be identified, CCS would allow the world to continue to use some of these facilities for many decades but dramatically reduce their environmental impact.

Even aside from the use in existing fossil fuel facilities, such as large coal-fired power plants, CCS is likely to be one of the key parts of a low carbon economy in the industrial sector for stationary sources of low-carbon emissions, such as cement plants, that are difficult to eliminate. One particularly important application of CCS may be for the biofuels sector, where biofuels become an important source of non-fossil liquid fuel for freight transport and air transport. Whatever the specific technology used to convert biomass to fuels, whether through fermentation or through thermochemistry, a biofuel refinery will create a large, concentrated stream of CO₂ that represents a relatively low-cost source of emissions reduction. Such use of CCS can be viewed as ‘air capture’ of CO₂ as the life cycle emissions from such a facility would be negative.

Currently, there are a small number of demonstrations of carbon storage in geological repositories around the world. The most successful is the Sleipner Field in the North Sea, operated by StatOil, the Norwegian Oil Company, and injecting 1 million tons of CO₂ per year since 1996. Based on this experience, it seems very likely that carbon storage in saline formations, whether onshore or offshore, is likely to be effective in permanently storing CO₂, but it remains unknown whether the geologic reservoirs can handle the enormous volumes of CO₂ required if CCS ever becomes a dominant technology, for example in large biofuel refineries around the world. Estimates of capacity are extremely large, but some studies have questioned those estimates based on limits to injectivity, potential for induced seismicity, and leakage potential. Until more commercial-scale demonstration projects are operating in different geological settings around the world, it will be impossible to guarantee that CCS will be feasible at the scale required to play a major role in a low carbon world.

6. Will technologies and planning that allow large increases in energy efficiency be deployed at large scale?

There are enormous potential gains in energy efficiency across all sectors of our energy system. Buildings have been a particular emphasis of many studies; new building materials and new building designs can reduce energy use in buildings by 70% or more relative to current buildings, even in countries that have experienced relatively high energy prices and are already quite efficient. Similar arguments have been made for industrial facilities, and also transportation systems, focusing on the potential for use of lighter materials (e.g. carbon fibre) and more efficient motors and control systems, as well as improvements in urban planning and more efficient systems such as light rail.

Energy efficiency plays a critical role in determining whether the world will follow a low or high-carbon emissions scenario, primarily by reducing the total amount of industrial capacity required. For example, if passenger vehicles are powered with electricity, but are lighter and use much less energy than current vehicles, then less electricity generation will have to be constructed. Similarly, if biofuels become a critical source of non-fossil liquid fuels for aviation, then more efficient airplanes with lighter materials will require fewer biofuel refineries and less land area required for growing biofuel feedstocks.

The critical question is whether these large improvements in energy efficiency that seem to be theoretically possible will actually be implemented across entire countries and regions. Some have argued that many energy efficiency investments will ultimately save money, and that there are market failures that prevent such investments from occurring. On the other hand, progress in energy efficiency has been slower than expected, leading some economists to question whether the analyses of costs and savings from energy efficiency are correct. If the world is going to manage to limit emissions and follow one of the lower-emissions scenarios, then it will be critical to achieve as many gains in energy efficiency as possible, at all scales from appliances and vehicles to factories and large-scale transportation systems.

7. How fast can large-scale energy infrastructure be built?

A transition to a low-carbon or zero-carbon economy at a global scale requires massive new investments in infrastructure to replace existing systems based on fossil fuels. One large area for new infrastructure construction will be for production of liquid fuels, whatever the technology. An even larger need will be in the electricity sector, as electrification of transportation, industrial energy demand, and heating for buildings will dramatically increase overall demand for electricity. If much of this electricity is generated using wind or solar, then the new capacity requirements will be even larger due to the relatively low capacity factors for solar and wind (20% to 30%) relative to fossil fuel based generating systems. Thus, one of the key factors that may limit our ability to lower emissions and achieve a low-carbon emissions scenario is the rate at which we can build new infrastructure.

In the U.S., for example, the current rate of installation of new generating capacity is roughly 10 GW per year. At this rate, one would need more than 100 years to rebuild the existing grid, much less the grid required by a new energy system based largely on renewable sources that would be several times larger. Over the last decade, China has been building new generating capacity at roughly 100 GW per year, but that was with overall economic growth rates of more than 10%. Can countries build new infrastructure quickly enough to lower global emissions, even if their economy is growing more slowly overall? The required level of industrial activity in terms of materials (e.g. cement, steel, etc.) is daunting, but not impossible to imagine. In terms of a risk analysis, however, it seems that such a high level of industrial infrastructure investment is unlikely to occur without extraordinary political will.

8. Will breakthrough technologies such as capture of carbon dioxide from biofuel become feasible?

In this discussion of future energy technologies, it is important to point out the possibility that an unanticipated technological breakthrough could change our thinking about existing options and future technological choices. One example of such a breakthrough would be the development of capture of CO₂ from air at a low cost, aside from the use of biomass combined with carbon capture and storage (discussed above). Current estimates of cost for air capture are highly variable, with several small companies focused on building demonstration plants. It seems unlikely that this technology will allow for a less expensive route to decarbonisation than the replacement of fossil sources of energy, but if air capture were economically feasible, then it would add another option. In particular, air capture of CO₂ might be most important in creating non-fossil liquid fuels without the need for massive land area for energy crops.

9. How can the use of low-priced fossil resources, such as coal and oil sands, be limited at a global scale, even if there are large economic incentives for using such resources?

A final question is whether it will be possible to limit the extraction and consumption of those fossil fuel resources that are abundant and therefore are likely to remain extremely inexpensive throughout the next century and beyond. Chief among these resources is the world’s coal reserves, which currently represent almost 70% of the carbon in fossil fuels. The total coal resource (i.e., what could be extracted, not necessarily based on the current prices) is larger still, with vast undiscovered and undeveloped coal deposits across Russia and in Alaska. Some unconventional oil resources can also be added to this carbon reservoir, such as oil sands and shale oil.

A critical question for the future is whether these fossil resources will be used to create liquid fuel when petroleum reserves begin to dwindle sometime over the next century. Ideally, this would be avoided by new, non-fossil technologies becoming disruptive, making it uneconomical to use coal or unconventional oil. But if this does not happen, will it be possible to leave these fossil resources in the ground, even if their extraction and conversion to liquid fuels or to synthetic gas could be highly profitable? This may depend on whether global concern around climate change is raised to such a high level that it becomes politically, socially or morally impossible to use these fossil resources, just as certain practices such as child labour have become socially and politically unacceptable in most countries.

From the carbon cycle perspective, it is clear that the use of coal and unconventional oil in place of conventional petroleum would be disastrous. If coal-to-liquids or shale oil becomes a dominant part of the world energy system, this would reverse most of the progress made in emissions reductions over the past two decades, and would ensure that even the middle emissions scenarios are impossible to achieve.
CLIMATE CHANGE: A RISK ASSESSMENT

RISK ASSESSMENT PART 1: WHAT IS THE PROBABILITY OF FOLLOWING A HIGH EMISSIONS PATHWAY?

Summary of Technological Perspective on Probability of Different Emissions Scenarios

The previous survey gives only a brief overview of the critical technological issues. Indeed, each of the questions above could constitute a major report by itself. The purpose of this discussion is not to provide a complete analysis of each of these components of the global energy system, but simply to identify the major innovations in energy technology that must be accomplished if the world is to follow a low emissions pathway.

Not every one of these questions must be answered in the affirmative to reduce global CO2 emissions sufficiently quickly to follow a low emissions trajectory. For example, it is possible to imagine a non-fossil energy system that does not use nuclear power (although it does make the challenge more difficult). But there is no question that limiting emissions to levels that are more likely to keep global temperature change below 2°C requires a positive response to nearly all of the questions. And given the current state of technology development, we do not know any of the answers. Another problem is timescale. Finding technological solutions that will allow us to answer affirmatively these questions with confidence needs to happen quickly, as a delay will result in more fossil carbon release to the atmosphere.

For the purpose of placing a probability judgement on different emissions scenarios, the scale of the technological challenges would support a conclusion that the family of low emissions scenarios seem very unlikely. Changing this conclusion would require substantial progress on innovation in energy technology over the next decade or two to allow positive answers to most of these key questions.

7 CONCLUSIONS

Based on an analysis of current policies and plans for major countries and regions, it is very likely that the world will continue to follow a medium to high emissions pathway for the next few decades. If goals for reducing emissions in the EU and the U.S. and stabilizing emissions in China are achieved, then the highest emissions scenarios are less likely to occur, especially if India is able to displace a part of its anticipated construction of new coal-fired power plants with renewable energy capacity. But this will only keep emissions on a moderate trajectory, still far in excess of what is required to limit the impacts of climate change below a harmful level.

The technological challenges to achieving the low emissions scenarios are substantial, and are not being adequately addressed with current policies. An enhanced effort is needed to accelerate innovation in energy technology. Because much of this innovation occurs through deployment of large-scale energy systems, a global commitment is needed. Current trends in the costs of renewable energy, particularly solar photovoltaic systems, are very promising, but still far short of what is required to achieve emissions goals even for the next few decades.

The climate response to anthropogenic emissions depends on cumulative emissions of CO2. This means that partial reduction in emissions is not sufficient, as sustained lower emissions from fossil fuel combustion will continue to drive higher levels of atmospheric CO2, and will lead to higher levels of climate risk. Accelerating the use of fossil fuels, including the use of coal for liquid fuel, the extraction of methane hydrates, and the development of oil shale, could reverse the current trend towards emissions reductions, and push emissions even higher than some of the high emissions scenarios. In this case, climate change itself may be the eventual limiting factor on emissions through a reduction in economic growth and energy demand.

Endnotes

1. This property is exploited in the parallel development of climate and socio-economic scenarios in the new scenario process (Special Issue: A Framework for the Development of New Socio-economic Scenarios for Climate Change Research, Climatic Change 122(3), 2014). Currently, the RCPs are augmented by Shared-Socio-Economic Pathways (SSP) and associated emissions scenarios (https://secure.iiasa.ac.at/web-apps/ene/Sip06).
4. Rogelj J. et al. (2013), 2020 emissions levels required to limit warming to below 2°C, Nature Climate Change 3, 405-412. doi:10.1038/nclimate1756
8 INTRODUCTION: A LONG-TERM RISK ASSESSMENT APPROACH TO CLIMATE SCIENCE

Climate risks may be thought of as falling into two categories: the risks of extreme weather events, and the risks due to long-term changes in average conditions. An assessment of climate science will approach these two kinds of risk differently, depending on the nature of the decisions it aims to inform.

An assessment that aims to inform policy on disaster risk reduction will naturally focus on the risk of extreme weather events. These low probability, high impact events are a form of ‘worst case’ occurrence in any given climate. Since extreme weather events already pose a danger in the present, and can be forecast a few days or a season in advance, it may be reasonable for such a risk assessment to have a relatively short-term focus. An assessment that aims to inform planning for adapting to climate change is also likely to be concerned with extreme events, and with any changes in their frequency or intensity that occur over time, as well as with changes in average conditions. For some planning purposes, the ‘worst case’ may be important; for others, it may be the ‘most likely’ case that is most relevant to decision-making. The timescale for such an assessment may not need to go far beyond the planning horizons in the economic sectors concerned.

A risk assessment that aims to inform our response to climate change as a whole must consider the whole of the timescale that is affected by our current decisions on energy and emissions. It has to consider ‘worst case’ outcomes not only in terms of individual events, but also in terms of long-term changes: the risk that average conditions may themselves reach extreme values. That is our aim, in this section of our report.

Knowing the least about what matters most

If we take global mean temperature increase to be a simple proxy for the extent of climate change, then the risks with the largest impacts are likely to occur at the highest degrees of temperature increase. In the Chapter 9, we see that on a very high emissions pathway, temperature increases of more than 10°C over the next few centuries cannot be ruled out. The risks at the top end of that range are likely to be those that are most relevant to our assessment.

However, it appears that most of our scientific knowledge relates to the risks associated with much lower degrees of temperature increase. Figure 1 shows the number of times each degree of temperature increase is mentioned in the Summary for Policymakers of the IPCC’s report on Impacts, Adaptation and Vulnerability. While there are many mentions of impacts at 2°C and 4°C, there is only one mention of 5°C, and no mention of anything higher.
The detailed chapters of the same report suggest that the impacts corresponding to high degrees of temperature increase are not only relatively unknown, but also relatively unstudied. This is illustrated by the following quotes:

- **Crops:** “Relatively few studies have considered impacts on cropping systems for scenarios where global mean temperatures increase by 4°C or more.”

- **Ecosystems:** “There are few field-scale experiments on ecosystems at the highest CO2 concentrations projected by RCP8.5 for late in the century, and none of these include the effects of other potential confounding factors.”

- **Health:** “Most attempts to quantify health burdens associated with future climate change consider modest increases in global temperature, typically less than 2°C.”

- **Poverty:** “Although there is high agreement about the heterogeneity of future impacts on poverty, few studies consider more diverse climate change scenarios, or the potential of 4°C and beyond.”

- **Human security:** “Much of the current literature on human security and climate change is informed by contemporary relationships and observation and hence is limited in analyzing the human security implications of rapid or severe climate change.”

- **Economics:** “Losses accelerate with greater warming, but few quantitative estimates have been completed for additional warming around 3°C or above.”

A simple conclusion is that we need to know more about the impacts associated with higher degrees of temperature increase. But in many cases this is difficult. For example, it may be close to impossible to say anything about the changes that could take place in complex dynamic systems, such as ecosystems or atmospheric circulation patterns, as a result of very large changes very far into the future.

**Starting by deciding what we wish to avoid**

Rather than attempt to predict the unpredictable, a more manageable approach is to start from our first principle of risk assessment: assess risks in relation to objectives. Or, put another way: focus on what it is that we wish to avoid. In accordance with this principle, risk assessments usually first identify an impact (or severity of impact) that one would hope to avoid, and then assess its probability. If a risk is changing over time, a corresponding approach would be to assess that probability as a function of time. Conceptually, this is the opposite of an approach that asks first what is most likely to happen, and then how that might affect our interests.

For each area of climate science that we consider in this section, we start by asking “What is it that we wish to avoid?”, and then ask “How likely is that, and how does that likelihood change over time?”

**Identifying the biggest risks**

Risk assessments, and risk management measures, often focus especially on thresholds at which impacts become non-linear or irreversible, or beyond which no further severity of impact is possible. For example, regulations for the structural integrity of buildings in earthquakes, the capital reserve requirements for insurance firms, and the health and safety standards for people at work, are particularly concerned with avoiding the non-linear impacts of building collapse, insurance firm insolvency, and worker death, respectively.

Where possible, we have identified what it is that we wish to avoid in terms of thresholds or discontinuities in severity of impact. Where there are no obvious such thresholds, we have attempted to ensure we identify the biggest risks by simply asking “What is the worst that could happen?”

**Using the best available information**

Depending on the question we are trying to answer, the best available information may be the laws of physics, the output of a model, or an expert’s judgment. For the purpose of risk assessment, we may need to use all of these – but we need to keep in mind their different levels of reliability.

When a risk assessment is informed by science, as it is here, we also need to bear in mind how cultural preferences may affect the way expert judgment is presented. In our chapter on principle uncertainty, the reinsurance executive Trevor Maynard said it concerned him that the meaning of a ‘conservative’ estimate appeared to have the opposite meaning in science from its meaning in insurance. Here the scientist Dr Jay Gulledge explains what might be at the root of this difference, and why it matters for our risk assessment.

**ATTITUDES TO ERROR IN SCIENCE AND RISK ASSESSMENT**

Dr Jay Gulledge, Director of the Environmental Sciences Division, Oak Ridge National Laboratory.

**Type I error aversion**

Scientists who strive to provide useful information about climate change and decision-makers who seek such information, “are linked by a thin thread of climate information that is relevant to their respective endeavors, but they are separated by different worlds, priorities, processes and cultures.” One element that often divides these two communities is the ways in which they characterize and treat uncertainty about future outcomes.

Scientists are conservative about drawing incorrect conclusions—so much so that they would rather draw no conclusion than an incorrect one. Consequently, they have developed standard practices and cultural norms to protect the scientific knowledge pool from being contaminated by falsehoods. For example, scientists typically apply statistical tests that estimate the probability that a predicted outcome may have happened purely by chance rather than because of a hypothesized cause. If the probability of the random outcome is greater than five percent, standard practice is to reject the hypothesis. Ironically, this rigor often results in the rejection of a correct hypothesis because there was only a small chance—potentially less than 6 percent—that the hypothesis was indeed a random outcome.

Such scenarios involve two types of uncertainty, or ‘error’ in statistical terminology. First is the possibility that the hypothesized cause is accepted, but is actually wrong. This condition is commonly called a ‘false-positive;’ statisticians call it a ‘type I error.’ Conversely, there is the possibility that the hypothesis is rejected, but is actually correct. This situation presents a false-negative, or ‘type II error.’ Scientists...
are relatively tolerant of false-negatives: in most scientific fields it is not standard practice to estimate the probability of committing a type II error. In contrast, professional risk managers are often more concerned about type II errors which could result in their disregarding a risk with potentially severe consequences.11 For example, even though the probability of any particular hurricane warning down in a given year is very low, the mortgage lender requires the homeowner to carry casualty insurance to protect the lender’s investment. The point is that even a very low probability of an outcome may represent a large risk if the outcome would be very severe. Consequently, when scientists tolerate type II errors, their work may lack rigour from the standpoint of the decision-makers they seek to inform.

**Downward bias under uncertainty**

Consistent with their aversion to type I error and tolerance of type II error, climate scientists have often erred toward underestimating risk when faced with deep uncertainty.12 A stark illustration of this phenomenon occurred when the IPCC’s ‘Reasons for Concern’ (RFC), first published in 2001,13 were updated in 2009.14 The RFCs are categories of climate change impacts that IPCC authors deemed of potential interest to decision-makers and include risks to unique and threatened ecosystems, extreme weather events, distribution of impacts geographically and across income classes, aggregate economic impacts, and sudden dramatic changes in the regulation of the global climate (e.g., a sudden collapse of a large ice sheet leading to abrupt sea level rise). The RFC assessment evaluated the sensitivity of each RFC category to global temperature increases between 0 and 5 degrees Celsius. As governments emphasized climate change research during the 2000s, much more evidence became available for assessing these risks. After considering the new evidence, the update estimated greater sensitivity to warming than the original assessment for all five categories of RFC.15 This outcome suggests that scientists tend to underestimate risk in the face of incomplete information.

**Communication breakdown**

There may also be a dangerous interaction between climate scientists’ cultural aversion to type I error and a documented tendency of the public to discount low-probability, high impact outcomes. For example, the IPCC defines ‘likely’ as 66-90% probability, and ‘unlikely’ as 10-33% probability. When college students were asked what they thought the term ‘unlikely’ meant for the probability of a land-falling hurricane, the most common response was 1-10% (i.e. lower than the probability range assigned to the term by the IPCC).16 If the scientific community tends to underestimate the severity of impacts under uncertainty, and the public tends to adjust probability of a severe event downward, the net effect may be a serious underappreciation of the potential severity of climate change impacts among the public and decision-makers.

**Conclusion of the U.S. National Academy of Sciences**

For the reasons described above, among others, the U.S. National Academy of Sciences has stated that “Scientific priorities and practices need to change so that the scientific community can provide better support to decision-makers in managing emerging climate risks.”17 Scientists who seek to inform decision-making on climate change need to adopt a more risk-sensitive analytical approach. In some cases, this adjustment will require more tolerance of type I error and less tolerance of type II error.

The cultures of science and risk assessment described by Dr Guillelde are not impossible to reconcile. One might expect them to meet in the middle, resulting in an equal aversion to either kind of error. There are many fields in which the use of science to support risk assessment has become highly developed – including the forecasting of extreme weather events.18 For the purposes of this risk assessment, we have tried to make sure relevant information is not omitted simply because the uncertainty is high. At the same time, we have made an effort to understand the uncertainties and the expert judgments, as clearly visible as possible. To do this, we have adapted an old rule of intelligence assessment and asked scientists to tell us: i) what they know; ii) what they do not know; and iii) what they think.

**Illustrative examples**

In the pages that follow, we apply this approach to assessing risks associated with global temperature increase, human heat stress, crop production, water stress, flooding, drought, coastal cities and sea level rise, and large-scale disruption of the climate system. This is a small subset of the risks of climate change, which leaves out some important issues entirely (such as ocean acidification), and gives relatively brief summaries of others.

The purpose of this section is not to provide a comprehensive survey of the scientific literature. Indeed, each of these chapters reflects the perspectives of its individual authors. The purpose is simply to identify some of the biggest risks, and to illustrate a way in which they may be communicated effectively to policy-makers.

---

**Endnotes**


---

1. For example, the UK Met Office’s National Severe Weather Warning Service uses a metric of the probability of an event happening versus the impact if it does, and on occasion warns of very low probability events that might have huge impacts if they occurred.
GLOBAL TEMPERATURE INCREASE

What global temperature increases might we wish to avoid?

Two degrees: The United Nations framework convention on climate change aims to avoid potentially dangerous climate change and has adopted a long-term goal of keeping global average warming below 2°C above pre-industrial levels. The choice of appropriate level is a subjective policy choice informed by estimates of future climate impacts and relative difficulty of adaptation, and the judgment that there is a sufficiently high chance of being able to limit warming to this level.

Four degrees: The recent IPCC report concluded that "global climate change risks are high to very high with global mean temperature increase of 4°C or more above pre-industrial levels in all reasons for concern, and include severe and widespread impacts on unique and threatened systems, substantial species extinction, large risks to global and regional food security, and the combination of high temperature and humidity compromising normal human activities, including growing food or working outdoors in some areas for parts of the year".

Seven degrees: There has been much less research focusing on the impacts at higher temperatures but limited studies suggest the possibility of even greater impacts, with a rise in temperature of around 7°C potentially giving rise to extreme heat events in excess of human physiological tolerance in some regions.

It is important to note that, whilst global average warming is convenient to use as a simple metric, many specific risks depend on local warming and heat extremes (as discussed in the next two sections). Land warms faster than the oceans, so warming in most land areas will exceed the global average, in some places by a significant amount. In addition, there will be changes in extremes, such as the hottest day of the year.

How likely are we to exceed the temperature thresholds we’ve identified?

The climate response for any future emissions or concentrations scenario must be expressed as a range, frequency distribution or probability distribution because of uncertainty in the relationship between changes in atmospheric greenhouse gas emissions and concentrations and the climate response. The IPCC fifth assessment estimated a likely range of warming by 2081-2100 relative to a near present day period to be in the range of 0.3°C to 4.8°C (equivalent to 0.9°C to 5.4°C relative to pre-industrial) for the range of concentration scenarios considered.

This set of IPCC simulations does not sample all of the known uncertainties in the climate systems, and the experimental set-up over-constrains the spread in atmospheric concentration of greenhouse gases for a given emission pathway. Like the real climate, the climate model used in the AVOID2 programme takes emissions as its input and includes the dependence on CO₂ and the uncertainty in carbon cycle-climate feedback—the way in which the amount of carbon absorbed and emitted by soil vegetation and the ocean may change in response to climate change, and in turn accelerate climate change. It shows the probability of exceeding a range of different warming levels in 2100 relative to pre-industrial level when this additional factor is included in the climate simulations. Even the lowest emissions scenario (RCP2.6) has a more than a 33% chance of exceeding 2°C. The probability of warming beyond 4°C is significant in the middle two pathways, and in the highest emissions pathway, RCP8.5, is somewhere in the range of 90% (Figure 2) in these simulations. In the highest pathway, there is also a small probability of exceeding 7°C.

It is important to recognize how these probabilities change over time, and to look beyond 2100, especially for the higher emission scenarios, because in some cases impacts and the probability of major climate system disruption will still be increasing. Figure 3 shows the probability of exceeding 2°C, 4°C and 7°C respectively as a function of time, for the four emissions pathways.

- The probability of exceeding 2°C can be seen to exceed 50% within the first half of the century for the highest emissions pathway, and to exceed 80% late in the century for all except the lowest emissions pathway.
- The probability of exceeding 4°C by 2150 appears to be somewhere in the region of 100%, 50%, and 20%, for the highest and middle two post-2100 continuation pathways respectively, while remaining at only a few percent for the lowest pathway.
- On the highest emissions pathway (the RCP8.5 extension scenario, where beyond 2100 emissions are held constant for 50 years, and then sharply reduced), the probability of exceeding 7°C appears to exceed 50% during the 22nd century, before peaking at around 65% in the following century.

Alternative model set-ups may show small differences in these probabilities, but the conclusions will be qualitatively the same.
Figure 3: Probability of exceeding: (a) 2°C; (b) 4°C; and (c) 7°C based on the projected warming to 2500 from a simple climate model set up to cover the range of climate sensitivity from the more complex general circulation models, and sampling uncertainty in climate-carbon cycle feedback.

Could the planet warm even further in the next century and beyond?

As shown above, for the highest emission pathway considered in Working Group I of the IPCC Fifth Assessment there is a sizeable possibility of more than 7°C warming above pre-industrial levels in the period after 2100.

It is difficult, if not impossible, to provide a robust estimate of the maximum possible warming. First, it is unclear how to define an absolute upper emissions scenario. For instance, it might include known reserves of fossil fuels, or perhaps projected increases in reserves, which are very uncertain. It may or may not include economic constraints on extracting and using the fossil fuels. For this study we do not look beyond RCP8.5 and its time-extension. The transient evolution of the IPCC model simulations is shown in Figure 4 below. By 2300 a small subset of the climate models reach global average temperature increases in excess of 10°C above pre-industrial levels.

Figure 4: Time series of global annual mean surface air temperature anomalies (relative to 1986–2005) from IPCC 5th assessment climate models. (Add 0.6°C to these numbers to compare to a pre-industrial baseline). Projections are shown for each RCP for the multi-model mean (solid lines) and the 5% to 95% range across the distribution of individual models (shading).

A second reason that we cannot easily estimate the maximum warming is due to the remaining uncertainty in the climate system response. The upper values of our estimates of climate sensitivity are not well bounded. Additionally, there are a range of missing processes that might change the level of warming by, for instance, contributing additional greenhouse gases. Using the published studies from the IPCC 5th assessment of the possible extra forcing provided by known earth system feedbacks as an extra component in a simple climate model we estimated this could add around a further degree of warming on to our median estimate of warming in RCP8.5 by 2100 (Figure 5). Put another way, this could bring forward the time at which the probability of exceeding 4°C on RCP8.5 reaches 50%, by a handful of years in the central estimate, or by more than a decade in the more extreme but unlikely case.

---

i. Full IPCC caption: Time series of global annual mean surface air temperature anomalies (relative to 1986–2005) from CMIP5 concentration-driven experiments. Projections are shown for each RCP for the multi-model mean (solid lines) and the 5% to 95% range (±1.64 standard deviation) across the distribution of individual models (shading). Discontinuities at 2100 are due to different numbers of models performing the extension runs beyond the 21st century and have no physical meaning. Only one ensemble member is used from each model and numbers in the figure indicate the number of different models contributing to the different time periods. No ranges are given for the RCP6.0 projections beyond 2100 as only two models are available.
If climate sensitivity turns out to be at the higher end of our estimated range the effect of other earth system processes that could amplify warming may become greater, but additional modelling is needed to quantify reliably how much. However, we do know that some of these amplifying factors may take a significant time to be fully realized and so could become larger beyond 2100.

Figure 5: Estimate of added warming from earth system processes considered in the IPCC assessment but not typically included in climate change estimates.

Increases in warming such as we project for the RCP8.5 emissions scenarios are unprecedented in the observational record, and even (using proxy measurements) to around 1000AD. Looking over a longer period the IPCC Fifth Assessment Report concludes that during the mid-Pliocene (3.3 to 3.0 million years ago), temperatures were 1.9 to 3.6°C above pre-industrial levels. During the early Eocene (52 to 48 million years before present) global mean temperature were 9 to 14°C higher than pre-industrial levels, for an atmospheric CO₂ concentration of around 1000ppm, which is slightly higher than the 2100 concentration expected in RCP8.5. When considering these distant historical periods it is important to keep in mind both uncertainty in the records and whether the past period really represents a suitable analogue to the anthropocene.

What do we know, what do we not know and what do we think?

Climate projections of the future need to be placed in the context of our understanding of the climate system. We have a clear and longstanding knowledge of the basic physics that tell us increases in atmospheric greenhouse gases are expected to warm the planet. We know that the planet has warmed over recent decades and that this warming is unusual compared to the expected natural variations. This can be explained by the extra energy accumulated in the climate system.

We now have a range of estimates of how sensitive the climate system is to changes in radiative forcing, but we do not know a single precise value. We also understand many of the processes that determine this sensitivity. Whilst there is evidence that complex climate models can simulate skillfully many aspects of past and present climate, expert judgement in the IPCC assessment considers that the 5th to 95th percentile range of 21st century warming by the current generation of complex climate models is too narrow for the range of future greenhouse gas concentration increases.

The fraction of greenhouse gas emissions that remain in the atmosphere for a significant time after production or release can be constrained to a likely range but a single value is not known. We are aware of feedbacks between changes in climate and the carbon cycle, and between the climate and atmospheric chemistry. All of the above have been factored into our quantitative view of the future by one means or another, but again precise values are unknown.

We know that in the distant past there have been large-scale disruptions to the climate system, similar to what we would consider today as tipping points. We think that the chances of these events occurring in the future are more likely at greater levels of warming but we do not know the precise conditions needed to trigger these events (see chapter 17).

We know that there are a range of earth system processes, and that the majority of those considered in the IPCC assessment, such as thawing permafrost, might accelerate warming and climate disruption across the planet. But, while we are starting to make estimates of these effects, they are rarely included in current climate models or climate risk assessments (see Figure 6 as an exception). Additionally there are processes, such as the potential release of methane from hydrate stores in and under ocean sediments, that could contribute significant extra warming. We know that these stores are very large, and have contributed significantly to warming over long time periods in the distant past. Our best estimate is that they will only have a very small effect over the next century or so, but we have very limited understanding of what might happen in the longer-term future.

Production of this chapter was supported by the AVOID2 programme (funded by the UK Government and Natural Environment Research Council) with Production of this chapter was supported by the AVOID 2 programme (DECC) under contract reference 1104872. and the EU HELIX programme (funded by European Union Seventh Framework Programme FP7/2007-2013 under grant agreement no 603861)
Endnotes


12. Table SPM.2 in IPCC (2013). ‘Summary for Policymakers’.


10 THE RISK OF HEAT STRESS TO PEOPLE

Dr. Tord Kjellstrom, Professor Alistair Woodward, Dr. Laila Gohar, Professor Jason Lowe, Dr. Bruno Lemke, Lauren Lines, Dr. David Briggs, Dr. Chris Freyberg, Dr. Matthias Otto, Dr. Olivia Hyatt

What global temperature increases might we wish to avoid?

The human body has behavioural and physical mechanisms that work to maintain its core temperature at about 37°C. If the body’s internal temperature rises above this level, then body systems and vital physiological functions are compromised, and in severe cases, death can result. The climatic conditions relevant to such heat stress may be measured in terms of the Wet Bulb Globe Temperature (WBGT), which takes account of temperature, humidity, wind speed, and solar radiation.1 We calculate WBGT for in-shade (no solar heat addition) or indoor (no air conditioning) conditions from climate data using methods described by Lemke and Kjellstrom.2 We have considered heat stress thresholds relevant to four human interests: survival, sleep, work, and sport.

Survival

The threshold for survivability is defined as climatic conditions so extreme that if a person is exposed to them (i.e. not protected by air-conditioning), core body temperature rises to potentially fatal levels while sleeping or carrying out low energy daily tasks.

For day-time heat we set the threshold for survivability according to the WBGT that causes core body temperature to rise to 42°C, for an average individual at rest,3 in the shade, for four hours. We estimate this occurs when the daily maximum WBGT is a 40°C. We have set the threshold at the situation where 10% of the days in the hottest month are projected to exceed this threshold (‘the three hottest days in the hottest month’), since at this point exceeding it at least once becomes almost certain.

For night-time heat we define the threshold for survivability as conditions which prevent a reduction in core body temperature overnight, so that the heat exposure of the following day adds directly onto the high heat exposure of the previous day.4 We estimate this occurs in most people when the average minimum WBGT is a36°C. (We use the same ‘three night’ assumption as used above for days).

Sleep

Our threshold for ‘sleepability’ is defined in terms of conditions that permit some reduction in core body temperature, but not to the full extent necessary for normal sleep:5 specifically, when the core body temperature remains above 37°C during eight hours of rest, at night. We estimate this applies for most people when the average minimum WBGT is a 30°C. (Again, we use the same ‘three night’ assumption.)

It is important to note that individual susceptibility to heat varies widely. Relevant factors include age, gender, health status, and past exposures to heat.6 In relation to the survival and sleep thresholds described above, we have sought to identify a plausible mid-range temperature, i.e. one at which roughly 50% of the population cannot stay in heat balance.

Work

As human muscle activities create important intra-body heat production, working people are at particular risk as climate change increases ambient heat levels.4 We have defined the limits to work according to time-based threshold limit values published by the United States Occupational Safety and Health Administration7 and the ‘no work at all’ ceiling recommended by the US National Institute of Occupational Safety and Health.8 On the basis of these guidelines, which are summarized in Figure 1, we conclude that when WBGT reaches 36°C it is not safe for medium/heavy labour,9 even with rest breaks. We define ‘too hot to work’ as conditions in which the average daily maximum WBGT is 36°C or more for a month.

---
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2. Emitting heat at a rate of 120W

3. Equivalent roughly to working at a rate of 400W

4. Dr. Tord Kjellstrom, Professor Alistair Woodward, Dr. Laila Gohar, Professor Jason Lowe, Dr. Bruno Lemke, Lauren Lines, Dr. David Briggs, Dr. Chris Freyberg, Dr. Matthias Otto, Dr. Olivia Hyatt

5.損害

6. Dr. Tord Kjellstrom, Professor Alistair Woodward, Dr. Laila Gohar, Professor Jason Lowe, Dr. Bruno Lemke, Lauren Lines, Dr. David Briggs, Dr. Chris Freyberg, Dr. Matthias Otto, Dr. Olivia Hyatt

7.損害

8. Dr. Tord Kjellstrom, Professor Alistair Woodward, Dr. Laila Gohar, Professor Jason Lowe, Dr. Bruno Lemke, Lauren Lines, Dr. David Briggs, Dr. Chris Freyberg, Dr. Matthias Otto, Dr. Olivia Hyatt

9.損害

Sport
The limit in this case is based on a guidance note from sports medicine experts in the USA. This states that competitive outdoor sports activities should cease when WBGT reaches 28°C. We define the threshold for ‘sportability’ as a situation in which all daylight hours in the three hottest months exceed 28°C WBGT. Given what is known about the 24-hour distribution of temperatures and humidity, we infer that the threshold conditions are met when the average WBGT is ≥ 28°C, for three months. We note that this level includes a substantial ‘safety margin’ to protect the most sensitive individuals.

How close are we to these thresholds in the current climate?
Heat stress already causes many deaths and a great deal of illness each year, especially in low income tropical countries. However, even in the hottest parts of the world, temperatures in populated areas seldom if ever approach the thresholds of survivability described above.

The OSHA threshold limit values are frequently exceeded for short periods, in hot countries, but not for the extended periods described by our threshold. Similarly the 28°C WBGT sportability limit is crossed every year in many places, for short periods. (For instance, games at the Australian Open Tennis championship in January 2014 were cancelled when ambient (dry bulb) temperatures exceeded 40°C. However, these high temperatures are seldom sustained, at present.

Estimates of the likelihood of exceeding these thresholds as a function of global average temperature increase, for selected locations
Figure 2 shows how the probability of crossing these thresholds could increase in three regions: North India, Southeast China, and Southeast USA, as global temperatures rise. On these graphs, ‘probability’ represents the proportion of each region’s population estimated to be in areas where climatic conditions cross the relevant threshold. The relationship between global temperature increase and local climatic conditions has been estimated using climate models, and the spatial distribution of population has been estimated based on UN projections. There are some rough approximations in this calculation, but it serves to provide an illustration of the risk. A full description of the methods is located in the Annex.
**Sleepability:** Probability (%) that a person in a region encounters heat that prevents core body temperature from falling down to normal (37°C) during eight hours of rest at night. Defined as WBGTmin ≥ 30°C, for three nights in a month. Temperature increase is relative to present day.

**Workability:** Probability (%) that a person in a region cannot work at 400W. Defined as average daily WBGTmax ≥ 36°C for a month. Temperature increase is relative to present day.

**Sportability:** Probability (%) that a person in a region encounters conditions in which daylight hours in the hottest three months of the year exceed 28°C WBGT. Defined as daily WBGTmean ≥ 28°C during three months. Temperature increase is relative to present day.

The projections shown here suggest the first limit to be crossed will be that related to sport. Using the definition of dangerous heat that is applied today in many countries, there is about a 40% chance that individuals in northern India will not be able to participate in competitive outdoor activities in summertime when global average temperatures have risen on average by one degree compared to the present. With four degrees of warming this probability will have risen to around 80-90% in northern India and southeastern USA, and there is a 50:50 chance the population of southeastern China will be affected similarly.

According to these estimates, the limits on work, as defined above, will emerge before the world warms by four degrees on average compared to the present. At this point, in northern India there is a probability of about 30% that temperatures will be so high that moderate/heavy outdoor work cannot be carried out in the hottest month. The probability of exceeding the threshold is close to 80-100% in all regions when the global average temperature rises by 7-8°C.

Heat so severe that it is not possible to reduce core body temperature while sleeping, as defined above, will be encountered once the global average temperature increases by more than 5°C. In northern India and southeastern China the probability of being exposed to heat that makes healthy sleep impossible rises rapidly when global warming exceeds 6°C. At +8°C global warming we estimate a probability of 50-90% in the study regions that individuals will encounter conditions so hostile that normal sleep becomes impossible.

The daytime survivability threshold that we have defined is not crossed until global warming exceeds 4°C. But if warming continues, we estimate that populations in all study regions will be at risk: the probability of encountering conditions that cannot be tolerated, even in the shade and at rest, at +6°C global warming range from about 50% (southeastern China) to 80% (northern India).

We can understand how these risks vary over time by comparing these results with the findings of the previous chapter. For example, it is notable that the probability of passing several of our heat stress thresholds rises steeply when global temperature increases by around 4°C compared to the present (around 4.8°C relative to pre-industrial). As the previous chapter showed, on the highest emissions pathway such an increase becomes more likely than not by the end of this century.
What is a plausible worst case for heat stress due to climate change this century and beyond?

An even more extreme threshold than any we have used here has been defined on thermodynamic grounds: when wet bulb temperature exceeds skin temperature, since it is impossible at this point for the body to shed heat. This would occur when wet bulb temperature exceeds 35°C. In practical terms, the limit for survival will be reached at lower ambient temperatures, due to the necessity in all populations for some moderate - light activity.

Sherwood & Huber (2010) suggested that these conditions would first be experienced in small areas when global average temperature rose 7°C above the current level, and that large populated areas of the globe would experience these conditions once global warming reached 10-11°C on average above the current level. Elsewhere in this report we conclude there is a ‘sizable possibility’ (probability about 60%) that global would experience these conditions once global warming reached 10-11°C on average above the current level. Sherwood & Huber (2010) suggested that these conditions would first be experienced in small areas when global average temperature rose 7°C above pre-industrial in the 22nd century, under the high emissions scenario RCP8.5. It is difficult to estimate the risks of warming greater than this. However, by 2300 a small subset of the IPCC climate models reach global average temperature increases in excess of 10°C above pre-industrial levels.

To provide more information on the projections used here, Figure 3 shows three maps that display average daily peak WBGT during the hottest month of the year, at three different points of global temperature increase. The Annex also includes estimates of the proportion of work hours lost due to heat stress, at different levels of physical activity, in relation to global average temperature increase.
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What do we know, what do we not know, and what do we think?

**What we know:** The response of the human body to heat is well-understood, and the limits that extreme temperatures impose on functioning and well-being are clearly demarcated. We also understand the many factors that influence vulnerability to heat stress. Surveys in many parts of the world find that heat is already a significant constraint on work and sport. Globally temperatures are rising, and it is expected, with high confidence, that episodes of extreme heat will occur more frequently in the future.

**What we do not know:** There are many uncertainties in these climate model estimates particularly with regard to regional variations. Temperatures are projected with greater confidence than humidity and rainfall. An even greater uncertainty concerns social adaptation: undoubtedly it will occur, but the speed of change, its inclusiveness or otherwise, and the costs and acceptability of responses such as 24/7 air-conditioning and totally indoor lifestyles are uncertain.

**What we think:** It is important to recognize that the probabilities shown here underestimate the risks that apply in many locations. This results from the wide variations in temperatures due to local meteorological and other environmental factors (the urban heat island effect, for instance, may increase night-time temperatures by as much as 10°C). How much people are exposed to outdoor conditions will also vary greatly. Those without access to artificial cooling, and people who must work outdoors, unprotected, to maintain their livelihoods will obviously be more severely affected than those who can live and work away from the heat. The effect of being in afternoon sunlight, rather than in the shade, adds an extra 3-4°C on to WBGT. The old, the young and those with chronic poor health are especially vulnerable to heat-related illness.

When it is too hot to sleep comfortably, the stressful effects of exposure to high temperatures during the day are likely to be magnified. Similarly, we would expect productivity at work to be reduced significantly by persistent high night-time temperatures. For these and other reasons we suggest that beyond a certain point, the heat stress implications of rising global temperatures could threaten the habitability of low-income regions in which people rely on local agriculture for their livelihoods. Throughout the hottest parts of the world, heat will threaten the viability of industries and activities whose environments cannot be artificially cooled. This may include some utilities, construction, and emergency response services such as ambulance crews and fire-fighters.

Production of this chapter was supported by the AVOID 2 programme (DECC) under contract reference 1104872. Elements of the production of this chapter were supported by the EU HELIX programme (funded by European Union Seventh Framework Programme FPT/2007-2013 under grant agreement no 603864)

---

**Endnotes**


---

* E.g. temperature is 35 degrees C with 100% humidity, or other equivalent combinations
11 THE RISKS OF CLIMATE CHANGE FOR CROP PRODUCTION

Professor John R. Porter, Dr Manuel Montesino and Dr Mikhail Semenov.

For this assessment of climate change risks to crop production, we draw heavily on the chapter ‘Food Security and Food Production Systems’ of the IPCC’s Fifth Assessment Report. We add to this some discussion of important thresholds.

What do we wish to avoid, and how likely is it?

In terms of the risk of climate change to the production of individual crops, one thing we wish to avoid is crop failure. This may be defined as: “Reduction in crop yield to a level that there is no marketable surplus or the nutritional needs of the community cannot be met.” Since this level is not easily defined, this chapter considers two cases:

i. Plausible worst case reductions in average yield.

ii. The possibility of near-complete loss of yield in a given year.

In terms of the risk of climate change to global crop production, what we wish to avoid is the failure of production to keep pace with growing demand.

THE RISK TO INDIVIDUAL CROPS: RISK OF CROP FAILURE

Plausible worst case reductions in average yield

As climate change progresses over time, its effect on crop yields is projected to become increasingly negative. The magnitude of this effect is highly uncertain. This progression, and its uncertainty, are illustrated by figure 1.

Figure 1: Summary of projected changes in crop yields due to climate change over the 21st century. From IPCC ARS WG2 Summary for Policymakers.
Figure 1 shows an aggregation of projections for change in the yield of different crops, in different regions, at different degrees of climate change, and under different assumptions including with regard to whether adaptive measures have been taken. From this high-level overview, some initial ‘worst case’ information may be inferred: by 2030-2049, the lowest tenth of projections give yield decreases of 25%-50%. By 2090-2109, the lowest fifth of projections give yield decreases of 50%-100%.

There are, however, dangers in averaging. When the data for different studies are disaggregated, as in figure 2, the wide range of possible outcomes is more clearly visible.

From the underlying data, we can see how wide is the range of projections for a given crop, in a given region, for a given temperature increase. For example, of two studies considering the impact on wheat production in China with a temperature increase of 5°C, one estimates a 23% increase, and the other a 24% reduction. Similarly one study estimates the impact of a 3°C change on rice production in China to be anywhere between a reduction of 40% and an increase of 0.2%. The low end of these ranges gives a rough idea of a plausible worst case.

What can we say about the likelihood of the low end projections versus that of the high end projections? There are many uncertain factors (discussed below), and the projections are not probabilistic. To a first approximation, we may assume that the worst case and the best case are equally likely; but that the overall trend is clearly for a reduction in crop yields for increases in local temperatures. (This has to be seen in the context of an increasing human population, as discussed below).

While the data in the IPCC figures show a wide range of impacts on crop production for a certain range of temperature increases, it is notable that the range of temperature increases considered is relatively narrow. As can be seen from Figure 2, all the projections relate to local temperature increases of 1-5°C, and most of them are at the lower end of this scale. Since land temperatures increase more than the global average, most of these results may be considered to fall into a range of global mean temperature increase of roughly 1-3°C. As noted in the IPCC AR5 WG2 Summary for Policymakers, ‘relatively few studies have considered impacts on cropping systems for scenarios where global mean temperatures increase by 4°C or more’.

Chapter 9 observes that in the worst case, global mean temperature could increase by more than 7°C this century, and more than 10°C over the next few centuries. The impact of climate change on crop production for the upper half of this range is relatively unstudied. In this sense, our knowledge of worst case scenarios for climate change impacts on crop production is severely lacking.

This lack of information is particularly important given that the relationship between temperature increase and impact on crop yield is not expected to be linear. The World Bank’s ‘Turn Down the Heat’ report on the impacts of climate change at 4°C stated: ‘Recent research also indicates that there may be larger negative effects at higher and more extreme temperatures... In particular, there is an emerging risk of nonlinear effects on crop yields because of the damaging effect of temperature extremes. Field experiments have shown that crops are highly sensitive to temperatures above certain thresholds. This effect is expected to be highly relevant in a 4°C world. Most current crop models do not account for this effect, leading to recent calls for an ‘overhaul’ of current crop-climate models.”

Near-complete loss of yield in a given year

The decline in crop yields shown above mainly considers the shortening of the growing season caused by raised average temperatures. A shorter time-period in the field translates into less time to settle, grow and produce dry matter. At the same time, it has long been known that crops can also be severely damaged by short and extreme heat events. Temperatures exceeding critical thresholds, especially during sensitive periods, may cause drastic drops of yield. Temperatures equal to or higher than 30-34°C at the time of flowering may inhibit pollen production and grain setting giving unstable yields from year-to-year. Figure 3 shows a range of thresholds for wheat, maize and rice, including the lethal limits – in the range of 45-47°C – beyond which the plant dies. While some crop models incorporate this non-linear response to high temperatures, the majority do not.
A new study undertaken for this risk assessment by Dr Manuel Montesino, Dr Mikhail Semenov and Professor Dr John R Porter investigated how the likelihood of crossing the threshold temperature for flowering could increase over time. The study looked at the highest emissions scenario (RCP8.5) to identify maximum probability boundaries for three major crops in three growing areas: wheat in the Punjab, India, rice in Jiangsu, China, and maize in Illinois, USA. The study considered several varieties and managements for each crop.

The results supported earlier findings that crop failure due to high temperature stress at flowering is an important issue to consider, especially for maize and rice. For the crop-location combinations examined, the largest risk was for rice in Jiangsu. The probability of exceeding the threshold temperature at least once for flowering during the time when the crop would be at that stage of the growth cycle increased from close to zero in the present day, to above 25% for two varieties (early and late rice) and 80% for another (single rice), for a global temperature increase of 4.7°C (local temperature increase of 7°C), reached by the high sensitivity model in 2090 (see Figure 4). This result could also be interpreted as a decrease in the return time from 1 in 100 years at present, to around 1 in 50 (probability of 1-3%) for a global temperature increase of 2-3°C, and 1 in 6 (probability between 6-40%) for 4.7°C (with local temperature increase of 8°C). For wheat in the Punjab there was a less significant risk of acute effects, since it remained possible for flowering to take place early enough in the year to avoid the hottest temperatures.

For maize in Illinois, the return time for exceeding the threshold temperature for flowering reduced from around 1 in 100 now to 1 in 50 (probability of 1-3%) for a global temperature increase of 2-3°C, and 1 in 6 (probability between 6-40%) for 4.7°C (with local temperature increase of 8°C). For wheat in the Punjab there was a less significant risk of acute effects, since it remained possible for flowering to take place early enough in the year to avoid the hottest temperatures.

For maize in Illinois, the return time for exceeding the threshold temperature for flowering reduced from around 1 in 100 now to 1 in 50 (probability of 1-3%) for a global temperature increase of 2-3°C, and 1 in 6 (probability between 6-40%) for 4.7°C (with local temperature increase of 8°C). For wheat in the Punjab there was a less significant risk of acute effects, since it remained possible for flowering to take place early enough in the year to avoid the hottest temperatures.
CLIMATE CHANGE: A RISK ASSESSMENT
RISK ASSESSMENT PART 2: DIRECT RISKS

A caveat of the study is that the results presented here do not compute the effect of climate change on crops. Results refer only to the probability of the temperatures exceeding thresholds. We know that temperatures above flowering thresholds will have an acute effect on yield, but we have not quantified that effect. This would require experimental and further modelling studies, but the balance of probability is that the risk to yield from short-term intense periods of high temperatures at sensitive stages of crop development can give dramatic decreases in crop yields for two of the three major global crops.

Risk to production of individual crops: what we know, what we do not know, and what we think

What we know:
Research on crop physiology over the past 30-40 years has enabled us to understand, quantify and thus to some extent predict the effects of environmental factors such as temperature, CO2 level and water and nutrient supply on the major crops.11 This understanding has been derived from hundreds of experiments in laboratories, growth chambers and fields.

What we do not know:
A main source of uncertainty in crop responses to climate change is how combinations of growth and development controlling factors affect yield. This is particularly the case with non-major but important crops such as millet, sorghum, and vegetables. Combinations of effects such as changes in CO2 level, temperature, and nutrition etc. have been studied less commonly than single factors. A second major uncertainty is the extent to which this is possible is ultimately subject to biophysical limits. The evidence is that there is little genetic variation either between varieties within a crop or between crops themselves in these sensitivities.16

What we think:
Most of the factors not taken into account in the models – and the projections – are likely on balance to have a negative effect. Invasive weeds are expected to spread further and become more competitive as a result of climate change; studies suggest a tendency for the risk of insect damage to plants to increase; and more frequent intense precipitation, flooding and drought would all be expected to further reduce average yields.11

RISK TO GLOBAL CROP PRODUCTION: RISK OF FAILING TO KEEP UP WITH DEMAND

The world already has several hundred million undernourished people, but not because there is not enough food. Food security depends not only on production, but also on the availability and affordability of food to people, on the systems of storage, transport and trade, and on patterns of consumption and nutrition. Climate change is likely to affect all the components of food security and food security will be affected by non-climate factors too. As the IPCC stated, “The overall impact of climate change on food security is considerably more complex and potentially greater than projected impacts on agricultural productivity alone.”13 This more complex risk is considered in Part III of our risk assessment: Systemic Risks.

Here we focus on the narrower question of whether global crop production will be able to keep up with growing demand. Global demand for crops is projected to grow by around 60 – 100% between 2005 and 2050, due to population and economic growth.14 The FAO estimates that meeting this demand will require crop production to grow by about 1.4% per decade.11 Rapid growth in agricultural output has been achieved in the past, through combinations of better crop varieties and management, in almost equal proportion. There is scope for further growth, notably from the intensification of agriculture within developing countries mainly by improvements in infrastructure and crop management, especially fertilizer use and more effective irrigation. The question is whether such high rates of growth can be achieved, and high levels of output maintained, under any degree of climate change.

Ultimately, this must depend largely on our capability for what is known as adaptation. Understanding whether there are limits to adaptation, constraints on it, or thresholds beyond which it becomes significantly more difficult, is therefore a critical question for a risk assessment.

The main adaptive responses to reduce the risk of climate change to crop production are:

i. growing the crop at a different time of year;

ii. increasing the crop’s tolerance for extreme conditions;

iii. growing the crop in a different place (migration of production zones);

iv. growing a different crop altogether.

All of these responses may be subject to some limitations or constraints. For example:

i. The timing of crop development – i.e. the window for growth - depends on day-length (‘photoperiod’) as well as temperature. There are limits to what can be achieved by shifting the time and place of planting, since a favourable shift with respect to temperature could correspond to an unfavourable shift with respect to photoperiod.

ii. Crops’ tolerance for high temperatures may be raised either by breeding or by genetic modification, but the extent to which this is possible is ultimately subject to biophysical limits. The evidence is that there is little genetic variation either between varieties within a crop or between crops themselves in these sensitivities.15

iii. There is a finite supply of unused land, and not all of it is suitable for the crops we might wish to grow. For example, the potential for wheat production in Russia to be shifted northwards is limited by the poor nutritional quality of soils in that region. (Those soils also contain large amounts of carbon; their tillage could release huge amounts of CO2 and methane into the atmosphere, further exacerbating warming).

iv. Over-reliance on a few major crops means alternatives are currently under-utilized and under-researched.
What do we know, what do we not know, and what do we think?

We know that food security, the balance between the demand for and the supply of food, is a matter of more than just crop production. It is essential to look at where in the food chain increases can be achieved, efficiencies gained and losses reduced (these issues are discussed further in Part III). At the same time, we know that crop production is vitally important.

We know that climate change poses a risk to crop production, as described above, and that there are potential constraints on our ability to adapt. We do not know enough about where and when those constraints might be encountered.

What we think may be summarized by the IPCC’s headline conclusion that: “Global temperature increases of ~4°C or more above late 20th century levels, combined with increasing food demand, would pose large risks to food security globally and regionally”17 and its more detailed statement that: “The existence of critical climatic thresholds and evidence of non-linear responses of staple crop yields to temperature and rainfall thus suggest that there may be a threshold of global warming beyond which current agricultural practices can no longer support large human civilizations, and the impacts on malnourishment and under-nutrition… will become much more severe. However, current models to estimate the human health consequences of climate-impaired food yields at higher global temperatures generally incorporate neither critical thresholds nor nonlinear response functions, reflecting uncertainties about exposure-response relations, future extreme events, the scale and feasibility of adaptation, and climatic thresholds for other influences such as infestations and plant diseases. Extrapolation from current models nevertheless suggests that the global risk to food security becomes very severe under an increase of 4°C to 6°C or higher in global mean temperature (medium evidence, high agreement).”
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12 THE RISK OF WATER STRESS

Professor Nigel Arnell, Director of the Walker Institute for Climate System Research.

Water resources are under stress in many regions due to increasing demands and, in places, falling quality. Climate change has the potential to change the risks of water stress. The focus in this section is on strategic definitions of water stress, which are based on generalized indicators of the amount of water that is available and the demands on that resource. Operational definitions, on the other hand, are typically based on the reliability of the supply of appropriate quality water and are strongly determined by local conditions.

What do we want to avoid?

The most widely used sets of indicators of high-level water resources stress are based on the ratio of total resources to population (‘resources per capita’) and the proportion of resources that are withdrawn for human use. The first is simpler but does not reflect stresses introduced by high per-capita water use, for example where there is significant irrigation for agriculture; on the other hand, data on current and future water withdrawals can be highly uncertain.

There are three widely used thresholds for defining levels of water stress on the basis of per capita availability. Basins or countries with average annual resources between 1000 and 1700 m\(^3\) per capita per year are typically classed as having ‘moderate water shortage’, and if resources are below 1000 m\(^3\) per capita per year then the region is classed as having ‘chronic water shortage’. If resources are below 500 m\(^3\) per capita per year then the shortage is ‘extreme’. The thresholds are essentially arbitrary, although derive ultimately from an assessment of exposure to water resources stress in Africa.

In 2010, almost 3.6 billion people, out of a global population of around 6.9 billion, were living in watersheds with less than 1700 m\(^3\) per capita per year (extreme water shortage). Approximately 800 million people were living in watersheds with less than 500 m\(^3\) per capita per year (chronic water shortage).

### Table W1: Numbers of people (millions) living in water-stressed watersheds. The figures for 2050 are based on a medium population growth assumption, and the ranges represent the effects of low and high growth assumptions.

<table>
<thead>
<tr>
<th>Region</th>
<th>&lt;1700m3/capita/year</th>
<th>&lt;1000m3/capita/year</th>
<th>&lt;500m3/capita/year</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>N. Africa</td>
<td>162</td>
<td>150</td>
<td>94</td>
<td>209</td>
</tr>
<tr>
<td>W. Africa</td>
<td>54</td>
<td>17</td>
<td>4</td>
<td>309</td>
</tr>
<tr>
<td>C. Africa</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>110</td>
</tr>
<tr>
<td>E. Africa</td>
<td>94</td>
<td>10</td>
<td>2</td>
<td>193</td>
</tr>
<tr>
<td>Sn Africa</td>
<td>47</td>
<td>20</td>
<td>0</td>
<td>210</td>
</tr>
<tr>
<td>S. Asia</td>
<td>1,394</td>
<td>1,172</td>
<td>199</td>
<td>1,706</td>
</tr>
<tr>
<td>SE Asia</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>605</td>
</tr>
<tr>
<td>E. Asia</td>
<td>1,202</td>
<td>691</td>
<td>386</td>
<td>1,546</td>
</tr>
<tr>
<td>Central Asia</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>46</td>
</tr>
<tr>
<td>Middle East</td>
<td>166</td>
<td>93</td>
<td>71</td>
<td>214</td>
</tr>
<tr>
<td>Australasia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>W. Europe</td>
<td>220</td>
<td>123</td>
<td>20</td>
<td>411</td>
</tr>
<tr>
<td>C. Europe</td>
<td>51</td>
<td>8</td>
<td>0</td>
<td>118</td>
</tr>
<tr>
<td>E. Europe</td>
<td>20</td>
<td>4</td>
<td>3</td>
<td>221</td>
</tr>
<tr>
<td>Canada</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>US</td>
<td>78</td>
<td>54</td>
<td>27</td>
<td>312</td>
</tr>
<tr>
<td>Meso-America</td>
<td>58</td>
<td>26</td>
<td>0</td>
<td>197</td>
</tr>
<tr>
<td>Brasil</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>195</td>
</tr>
<tr>
<td>South America</td>
<td>15</td>
<td>4</td>
<td>4</td>
<td>198</td>
</tr>
<tr>
<td>Global</td>
<td>3,576</td>
<td>2,376</td>
<td>809</td>
<td>8,686</td>
</tr>
</tbody>
</table>

\[1\] The methods used here to estimate future risks to water resources are summarised in the Annex.
How will exposure to water stress change in the future?

Through the 21st century, changes in total population will result in changes in exposure to water resources stress. By 2050, under a medium population growth assumption, the number of people living in watersheds with less than 1000 m³ per capita per year will increase to around four billion – a bigger proportion of the global population than in 2010. The effects of population growth on the number of people living in watersheds with less than 500 m³ per capita per year are even more pronounced: it will double by 2050 to around 1.8 billion people. The magnitudes of the changes are influenced to a certain extent by the assumed changes in population (as shown in Table W1), but even under low-growth assumptions there are significant increases in exposure to water scarcity at global and regional scales.

Climate change will also affect the number of people living in water-stressed conditions. Figure W1 shows the change in numbers of people living in watersheds with chronic water shortage (less than 1000 m³ per capita per year) through the 21st century, for the globe as a whole and for five regions, under no climate change and under two different climate change pathways (RCP2.6 and RCP8.5, low and high greenhouse gas emission scenarios respectively). The shaded areas show the range of potential numbers due to uncertainty in the pattern of resource change due to climate change. The plots all assume the medium population growth projection.

Figure W1: The number of people living in water-stressed watersheds (<1000m³/capita/year), with and without climate change. The plots show two climate pathways (RCP2.6 and RCP8.5). The solid line represents the median estimate of impact for each pathway, and the shaded areas show the 10% to 90% range. A medium growth population projection is assumed.

In the absence of future climate change, the numbers of people living in watersheds with chronic water shortage decreases in East Asia from 2030, and in South Asia from 2060. If climate change is included, it results in more rainfall and river runoff in East Asia. This combines with the reduction in population to reduce apparent water shortage – but there is a chance (shown by the shaded area) that climate change would slow the reduction in exposure to water shortage. Similarly, Figure W1 shows that climate change could substantially increase the number of people living in watersheds with chronic water shortage in south Asia – or reduce them. In the US and the Middle East climate change is very likely to increase exposure throughout the century, and in North Africa is more likely than not to produce an increase in exposure.

Calculating risk

Figure W2 shows the risk by region that climate change increases by more than 10% the numbers of people living in watersheds with chronic water shortage under the two climate pathways. By 2050, the largest of these probabilities are in central Asia, Europe, the USA, Central America and southern America. By 2100, the probabilities that exposure to shortage will increase are considerably greater in most regions than in 2050. Under the low emissions climate pathway the probabilities are smaller in most regions than under the high emissions pathway, particularly by 2100.
Figure W2: The risk that climate change increases by more than 10% the numbers of people living in water-stressed watersheds, relative to the situation with no climate change, under the two climate pathways. A medium growth population projection is assumed.

2050: Probability number of people with chronic water shortage increasing by more than 10%

2100: Probability number of people with chronic water shortage increasing by more than 10%

The risks posed by climate change to water scarcity can also be assessed at the basin scale. Figure W3 shows the probability that resources per capita falls below defined thresholds in nine major basins that are, or likely will be, exposed to water resources stresses (note that the thresholds vary between basins). The dotted lines show probability of falling below the thresholds under the two climate pathways assuming population remains at 2010 levels, and the solid lines show probability under the medium growth population projection. The difference between the solid and dotted lines represents the effect of population change on probability (and of course this difference varies with population projection).

Figure W3: Risk of resources per capita falling below specified thresholds for nine illustrative watersheds under two climate pathways (note that the thresholds vary between watersheds). The dotted line shows risk with current (2010) population, and the solid line shows risk under the medium population growth projection.

Sacramento: risk of falling below 1700m³/capita/year
Rio Grande: risk of falling below 1000m³/capita/year

Yangtze: risk of falling below 1700m³/capita/year
Huang He: risk of falling below 500m³/capita/year
Ganges: risk of falling below 1700m³/capita/year
Indus: risk of falling below 500m³/capita/year
Tigris-Euphrates: risk of falling below 500m³/capita/year
Karun: risk of falling below 1000m³/capita/year
CLIMATE CHANGE: A RISK ASSESSMENT
RISK ASSESSMENT PART 2: DIRECT RISKS

What is a plausible worst case for water stress due to climate change?

There are considerable uncertainties in the projected impacts of climate change on water stress, even assuming a single projection for changes in population. The chance of impacts exceeding some defined threshold – as shown in the previous section – represents one aspect of this uncertainty, but another assessment of risk can be based on a plausible ‘worst case’.

By 2050, up to 630 million people may be added to the 4 billion people (Table W1) living in watersheds with chronic water shortage, under high emissions and the most extreme climate scenario. Figure W4 shows the ‘worst case’ by region in 2050, along with the 10th percentile from the distribution of impacts (the upper part of the shaded region in Figure W1). In some regions the worst case is little different to the 10th percentile, but in others is considerably larger reflecting greater uncertainty in projected impacts. However, the worst cases shown in Figure W4 do not occur simultaneously: the global ‘worst case’ is not equal to the sum of the regional worst cases. Under no one plausible pattern of climate change does every water-stressed region see the maximum reduction in runoff.

Figure W4: Plausible ‘worst case’ impacts of climate change in 2050 on water stress. The graph shows the increase in numbers of people living under chronic water shortage under the RCP8.5 climate pathway and the medium growth population projection. There is a 10% probability that the impact is greater than that shown by the blue dots, and the red dots show the maximum calculated impact.

What do we know, what do we not know, and what do we think?

Our estimates of future risks are based on (i) projections of regional future climate change, (ii) projections of hydrological consequences of climate change and (iii) projections of future population and exposure to water resources stress. What happens in practice also depends on future adaptation.

Projections of regional future change depend partly on the assumed rate of growth in emissions and partly on the projected patterns of changes in regional and seasonal climate – particularly precipitation. Whilst the broad patterns of precipitation changes are reasonably consistent between models, the details and the precise magnitudes of change differ. The quantitative estimates of impacts on water stress therefore vary, and these tend to be larger than the apparent differences in precipitation change between climate models. This is because exposure to water shortage is concentrated in particular regions of the globe, and it is at the local to regional scale that the differences between climate models are greatest.

The assessment in Figure W4 is based on the assumption that all the climate models used to estimate impacts are equally plausible, and that they span the range of potential regional climate change impacts. This, of course, is not necessarily the case. The global-scale impacts are largely dominated by impacts in south and, to a lesser extent, east Asia, and are therefore very sensitive to projections of how the south Asian monsoon may change (see box on Variation in the Indian monsoon).

Variation in the Indian monsoon

Professor Brian Hoskins, FRS

In impact studies, it is assumed that the set of available projections of future climate from the state-of-the-art climate models spans the space of possible climates. In particular, in determining the risk posed by increasing greenhouse gases it is assumed that the worst case scenarios in any region are included amongst the model projections. However, climate models developed and tested in the context of the climate of the 20th century have known deficiencies, some of which are common to most models. Some of these deficiencies are likely to influence the simulation of future extreme climate changes. Further, it is not clear that the climate models are able to simulate any major climate change due to the crossing of a threshold in the climate system that could occur. This could, for example, be of the nature of the onset of significant greenhouse gas emissions from melting permafrost, the destabilization of the West Antarctic Ice Sheet or a drastic reduction in the overturning circulation in the Atlantic Ocean. Palaeo-climate runs with the models show that they are unable to simulate just how different the monsoon systems of the world have been in the past. For example the Sahara was green with vegetation some seven thousand years ago. However, climate models do not produce this big change in rainfall. One recent study concluded, ‘State-of-the-art climate models are largely untested against actual occurrences of abrupt change. It is a huge leap of faith to assume that simulations of the coming century with these models will provide reliable warning of sudden, catastrophic events.’

The amazing thing about the Indian summer monsoon is the large effect of a small variation from one year to year: 10% more rainfall and there are floods, 10% less and there are huge problems for farmers. In any year monsoon active and break periods occur. Breaks that last more than a couple of weeks also cause major agricultural problems. Climate models are in general projecting a slight strengthening of monsoon rainfall, but it should be recognized that the changes in particular monsoons, such as that in India, could be much more significant than this suggests. Given the large perturbation of the climate system due to greenhouse gas emissions, we should be prepared that the future Indian Monsoon could have average rainfall outside the current normal range, and the variability between one year and another and in the active-break cycle could be very different.
As climate models improve their representation of atmospheric dynamics and the distribution of precipitation then the precise quantitative estimates of impacts on water stress will change, but for years to come differences between models will remain and there will therefore be a distribution of potential climate change impacts for any one place.

The impacts of climate change on water shortage are assessed by using a hydrological model to translate climatic changes to changes in runoff. As with climate models, different hydrological models can give different responses to the same input data. Comparisons of the effects of hydrological model uncertainty are still in their infancy, but early indications are that adding impact model uncertainty adds to the range of potential impacts. Moreover, it is likely that hydrological models have similar biases (they all tend to overestimate river flows in dry regions, for example) and none yet explicitly incorporate the effects of changes in glacier volumes which may affect future resources in some regions.

Projections of future population are also uncertain (as shown in Table W1), because they are based on different assumptions about changes in fertility rates, mortality rates and migration. It is not possible to assign likelihoods to different population projections, so it is necessary to estimate risks separately under different plausible population narratives and projections.

Finally, the actual effects of climate change on ‘real’ water shortages will depend on the management infrastructure and institutions which are put in place to cope with water shortage. There is already a very considerable difference between developed and developing countries. Some management interventions will offset the effects of climate change, but others may not. The effects of future adaptation on the ‘real’ consequences of future water shortages will therefore depend on (i) the extent to which adaptation takes place (limited by a number of factors including finance and institutional capacity, alongside potential physical constraints such as the availability of feasible locations for storage reservoirs) and (ii) how effective the adaptation measures are in practice.

Lessons from risk assessment

The key conclusions from this section are therefore:

- Climate change alters substantially the future risk of exposure to water shortages, but the effects are strongly exaggerated or reduced by changes in population. Put the other way, the pressures on water resources posed by increasing populations are substantially altered – exaggerated or reduced – by climate change.

- Climate change reduces the probability of exposure to water shortages in some regions – particularly in parts of east and south Asia – but this may be associated with substantial changes in flood risk (see chapter 14).

- The risks posed by climate change are typically less under low emissions than high emissions, but the difference varies from place to place depending on how close watersheds in a region are to the water shortage threshold. In some cases, risks are less under high emissions than low emissions, because larger increases in runoff are enough to push watersheds out of the water shortage category.

Production of this chapter was supported by the AVOID 2 programme (DECC) under contract reference 1104872.

Endnotes

5. Shared Socio-economic Pathway (SSP) 2. https://secure.iiasa.ac.at/web-apps/ene/SspDb/. This is similar to the UN 2012 medium population projections.
6. SSP1 and SSP3 are used to represent the extremes: these are very similar to the UN 2012 low and high population projections.
8. The risks posed by climate change are typically less under low emissions than high emissions, but the difference varies from place to place depending on how close watersheds in a region are to the water shortage threshold. In some cases, risks are less under high emissions than low emissions, because larger increases in runoff are enough to push watersheds out of the water shortage category.

Production of this chapter was supported by the AVOID 2 programme (DECC) under contract reference 1104872.
13 THE RISK OF DROUGHT

Professor Nigel Arnell, Director of the Walker Institute for Climate System Research

What do we want to avoid?
Drought is a major challenge to people, agriculture and economies across the world. Broadly speaking, there are four types of ‘drought’:

- A meteorological drought – a lack of precipitation
- An agricultural drought – a lack of water in the soil
- A hydrological drought – a deficit in river flows and groundwater levels
- A water resources drought – a deficit in the amount of water available for distribution to consumers (such as irrigators).

One type of drought does not necessarily map directly onto another. Droughts – of whatever type – also vary in their duration, intensity (amount of deficit) and spatial extent. It is therefore much more difficult to characterize both the ‘impact’ and the ‘risk’ of drought than the impact and risk of flooding. There are also many different indicators of drought, tailored to different characterizations of drought.

This section focuses on meteorological drought, and characterizes drought on the basis of an indicator of accumulated deficits of precipitation. More particularly, it looks at the average proportion of cropland at any given time experiencing ‘extreme’ drought. We have defined ‘extreme drought’ for this purpose as being the level of precipitation deficit that occurs approximately 2% of the time in the current climate.1 It is important to note that this measure does not take into account the effect of raised temperatures, which, by increasing rates of evaporation, will further increase the risk.

How does the likelihood of drought change over time?

Figure D1 shows the proportion of cropland2 affected by drought under high (red) and low (green) emissions pathways, for the globe as a whole and for four major regions, as a function of time. This is equivalent to the probability that a given part of that cropland is in drought, in any given year.

For the high emissions pathway, the proportion of cropland exposed to drought increases by around 75% by 2050 and more than doubles by the end of the century, under the median estimate. On this pathway, the incidence of drought roughly triples in Southern Africa, and increases by about 50% in the US and South Asia, over the course of the century. For the low emissions pathway, the increases are much less. At the same time, what is very clear is that there is considerable uncertainty in the projections. The uncertainty ranges suggest that while in the best case, drought incidence could halve in some regions, in the worst case, it could increase by a factor of three or four.

---

1. See Annex
2. (assuming no change in total cropland area)
This uncertainty is illustrated in Figure D2, which shows the risk that climate change increases the average annual area of cropland affected by drought by more than 50% in 2050 and 2100. By 2050, the probability is greater than 70% - under high emissions – in southern and northern Africa, the Middle East, Australasia, western Europe and central America. In contrast, there is a relatively low probability that climate change would increase drought extent in East Asia and Canada. Lower emissions reduce the risk, particularly by 2100.

**What is a plausible worst case for changes in drought due to climate change?**

At the global scale, there is a 10% probability that by 2050 the incidence of drought would have increased by 150%, and the plausible worst case would be an increase of 300% by the latter half of the century. The proportion of cropland affected by drought under the plausible worst case scenario more than doubles in every region (Figure D3) and in all except Canada and East Asia increases by a factor of at least three. The global worst case is not equivalent to the sum of the regional worst cases, because no one plausible climate scenario produces the biggest impact everywhere.

Figure D3 is based on the assumption that all the climate models used to estimate impacts are equally plausible and that they span the range of potential regional climate changes. This is not necessarily the case, so the numbers are to be regarded as indicative.

**What do we know, what do we not know, and what do we think?**

Estimates of how drought risk will change in the future are based on (i) projections of future regional climate change, (ii) projections of how these translate into changes in drought characteristics, and (iii) projections of future exposed land and people. There are uncertainties in all of these.

Projections of future regional climate change depend partly on the assumed rate of growth in emissions, and partly on projected changes in regional and seasonal precipitation. Climate model simulations typically show that whilst global precipitation goes up with climate change, there is strong variability across space. In general, wet regions get wetter, but dry regions get drier. However, the magnitude of the change in a region is uncertain, as are the boundaries of regions which see increases or decreases in rainfall. Temperature increases across all land areas with climate change, and this will exaggerate the effect of rainfall deficits by increasing evaporation.

The way in which changes in climate translate into changes in drought depends on local conditions. Most agricultural systems are tuned to local climatic conditions, so it is departures from those conditions that prove challenging. That is why our drought indicator is defined in relation to average local conditions, rather than being defined in absolute terms. However, different measures of drought are also possible to define, and these would give different indications of both current exposure and future risk.

Finally, the estimated future impacts on agriculture and society depend on changes in exposure to droughts and vulnerability to their effects. This will depend not only on population change, economic growth and the extent of croplands, but also on the degree to which drought mitigation measures (such as forecasting and warning, provision of supplementary water supplies or market interventions) are developed.
THE RISK OF RIVER FLOODING

What do we want to avoid?

River flooding is the most serious and widespread weather hazard affecting the world. According to the Munich Re natural hazards catalogue, between 1980 and 2014 river floods accounted for 41% of all loss events, 27% of fatalities and 32% of losses. By changing the timing and amount of precipitation, climate change has the potential to substantially alter flood regimes and therefore future flood losses.

River floods are generated through intense or prolonged rainfall or through snowmelt. There are three main scales of river flooding:

- Flash floods occur when the volume of water produced by intense heavy rainfall generates significant overland flow, and are typically localized and small-scale.
- Floods along major rivers with extensive floodplains typically occur following prolonged periods of heavy rainfall or snowmelt, and flood waters may persist for weeks.
- Between these two extremes are floods that are locally generated by rainfall and snowmelt within a catchment area.

The relative contribution of these three broad scales of flooding to the overall flood threat varies from country to country. At the global scale, there is little information on the numbers of people exposed to flash flooding, because the hazard is highly localised. Most information at the global scale therefore relates to flooding along major rivers and floodplains with catchments of several thousand square kilometres.

For the purposes of this assessment we shall take as our threshold floods of the magnitude of current 1 in 30 year flood events. In 2010 just over 700 million people were living in major floodplains and – on average – over 20 million of these were affected by floods with a return period of greater than once every 30 years. Almost half of these people live in South Asia. Some of the flood-prone populations are protected by flood defences so do not actually see their properties flooded, although they are likely to be indirectly affected through impacts on their communities and infrastructure.

How could the impact of flooding change over time?

Population change alone will increase the numbers of people affected by flooding in the future. Climate change could increase the number further, in some regions. Figure F1 shows the numbers of people affected by floods greater than the current '30-year flood' globally and for four major world regions, for high (red) and low (green) emissions pathways, as a function of time.

---

i. The methods used here are summarised in the annex.
How could the likelihood of flooding change over time?

**Figure F2:** The probability that flood magnitude in a given year exceeds the magnitude of the current 30-year return period flood in five illustrative catchments, under two climate pathways.

- **Yangtze:** annual probability of exceeding current 30-year flood
- **Huang Ho:** annual probability of exceeding current 30-year flood
- **Ganges:** annual probability of exceeding current 30-year flood
- **Indus:** annual probability of exceeding current 30-year flood
- **Mississippi:** annual probability of exceeding current 30-year flood

There is considerable uncertainty in projected impacts of climate change. By 2050, there is at least a 50% chance that climate change alone would lead to a 50% increase in flooded people across sub-Saharan Africa, and a 30-70% chance that such an increase would be seen in Asia. By 2100 the risks are greater. Under the low emissions pathway the probabilities are lower in all regions than under the high emissions pathway, particularly in 2100.

**What is a plausible worst case for changes in river flooding due to climate change?**

It is clear from Figure F1 that there is considerable uncertainty in projected impacts of climate change. By 2050, under the ‘worst case’ climate scenario (the climate model pattern that projects the greatest increase in rainfall in the regions with the greatest flood-prone population), approximately 115 million extra people would be flooded in each year (relative to the situation without climate change). By 2100, the worst cases shown in each region do not occur under the same plausible climate scenario: the global worst case is not the sum of the regional worst cases.

Figure F4 is based on the assumption that all the climate models used to estimate impacts are equally plausible and that they span the range of potential regional climate changes. This is not necessarily the case, so the numbers are to be regarded as indicative. Changes in south Asia (and therefore the global total) are strongly dependent on projected changes in the south Asian monsoon.
Figure F4: Plausible ‘worst case’ impacts of climate change in 2050 on exposure to river flooding. The graph shows the increase in numbers of people affected by flooding under the RCP8.5 climate pathway and the medium growth population assumption. There is a 10% probability that the impact is greater than that shown by the blue dots, and the red dots show the maximum calculated impact. Note that the impacts in south Asia are separately indicated, as they are far larger than those in other regions.

Finally, the estimated future impacts on human society depend on changes in exposure to floods and vulnerability to their effects. This will depend not only on population and economic growth, but also on the extent to which physical flood defences are developed, buildings and infrastructure are sited to reduce exposure, and measures are implemented to help individuals and communities respond to and recover from floods and loss.

Production of this chapter was supported by the AVOID 2 programme (DECC) under contract reference 1104872.

Endnotes

2. As defined in the UNISDR PREVIEW data base.
15 THE RISKS OF SEA-LEVEL RISE FOR COASTAL CITIES

Robert J. Nicholls, Tim Reeder, Sally Brown, and Ivan D. Haigh

Understanding the consequence of sea-level rise for coastal cities has long lead times and huge political implications. Civilization has emerged and developed during a period of several thousand years over which sea level has been unusually stable in geological terms. We have now moved out of this period and the challenge will be to develop a long-term proactive assessment approach to manage this challenge.

In 2005 there were 136 coastal cities with a population exceeding one million people and a collective population of 400 million people. All these coastal cities are threatened by flooding from the sea to varying degrees and these risks are increasing due to growing exposure (people and assets), rising sea levels due to climate change, and in some cities, significant coastal subsidence due to human agency (drainage and groundwater withdrawals from susceptible soils).

What is it that we wish to avoid?

The population of New Orleans peaked at about 625,000, before being extensively flooded by Hurricane Betsy in 1965. After that event the city’s flood defences were upgraded and the city population recovered to about 500,000. In 2005, 80 percent of the city was flooded by Hurricane Katrina, with 800 deaths and more than US$40 billion damages. Subsequently, improved defences have been provided costing US$15 billion, but much of the city’s economy has relocated and the current population is only about 300,000. Is this process the progressive abandonment of New Orleans due to repeated flooding and indicative of how coastal cities might be abandoned due to flooding and sea-level rise?

This example contains many of the things we wish to avoid in respect of sea-level rise and coastal cities: major flood events with associated deaths and damage, high costs of protection, and the potential for sudden abandonment or gradual decline.

How do risks grow with sea-level rise?

Flood risks grow with sea-level rise as it raises the likelihood of extreme sea levels. Figure 1 shows the increase in the frequency of current 100 year events in New York, Shanghai, and Kolkata, as sea levels rise. Taking one example, a 1 m rise in relative sea-level rise increases the frequency of current 100 year flood events by about 40 times in Shanghai, about 200 times in New York, and about 1000 times in Kolkata.

Hallegatte et al (2013) came to the following conclusions concerning the future of coastal flooding in the 136 largest coastal cities (in 2005) over the next 50 years or so:

- Damage could rise from US$6 billion/year to US$52 billion/year solely due to increase in population, property and its value.
- With additional climate change and subsidence, global losses could approach US$1 trillion or more per year if flood defences are not upgraded.
- Even if protection levels are maintained (i.e. flood probability is kept the same thanks to upgraded defences), annual losses will grow as individual floods become more severe due to flood depths increasing with relative sea-level rise. To maintain present levels of flood risk (average losses per year), protection will need to be upgraded to reduce flood probabilities below present values.
- Even with upgraded protection, the magnitude of losses when flood events do occur would increase for the reasons stated above, making it critical to also prepare for larger disasters than we experience today.

Beyond a 50 year time frame, sea levels will continue to rise and protection will have to be progressively upgraded into the future with uncertain consequences. This raises the question of whether there are potential thresholds (as discussed below) which, if passed, could reverse the current and forecast trends of growth for coastal cities.

What are the potential limits to cities’ adaptation to sea level rise and when might they be reached?

Climate mitigation can stabilise the rate of sea-level rise, which makes adaptation more feasible. However, even if global temperature is stabilized, sea level will continue to rise for many centuries as the deep ocean slowly warms and the large ice sheets reach a new equilibrium: this has been termed the commitment to sea-level rise. This suggests that in coastal areas mitigation and adaptation must be considered together as the committed sea-level rise necessitates an adaptation response. This perspective changes the mitigation discussion towards avoiding high end changes in climate over longer time spans than are typically considered.

There is not extensive literature or significant empirical information on the limits to adaptation in coastal cities. These limits are not predictable in a formal sense – while the rise in mean sea level raises the likelihood of a catastrophic flood, extreme events are what cause damage and trigger a response, be it abandonment, defence upgrade or something else.

Generalising the discussion, there are several types of potential limits that could be grouped into three broad categories, as discussed below:

- Physical/engineering limits: Adaptation and improving protection involve a number of steps as sea levels rise and increasing efforts are required to keep coastal areas dry. Each step involves higher costs. However, given the high value of cities, there is a strong incentive to mobilise large amounts of capital to fund adaptation. Important issues are rates of sea-level rise and maintenance. Accelerated rates of sea-level rise will present greater demands and hence challenges, although a rate of rise of a metre per century should present no major technical challenges. Maintenance requires annual investment of 1 to 2 percent of the capital value to maintain the defences. It is possible that there are other limits related to other issues such as ecology or related effects on local water supplies that will be reached at lower levels of sea-level rise.

Figure 1: The increase of frequency of present 100-year events (in the base year) as relative sea levels rise in three major coastal cities.

<table>
<thead>
<tr>
<th>Relative sea-level rise</th>
<th>Number of events per 100 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
</tr>
<tr>
<td>0.4</td>
<td>100</td>
</tr>
<tr>
<td>0.6</td>
<td>200</td>
</tr>
</tbody>
</table>
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Economic/financial limits: At smaller levels of sea-level rise there will be a wide range of choices between retreat and continued protection. As sea levels rise higher, these adaptation choices will become starker, and the high costs of protection may lead to managed or unmanaged retreat if that becomes a less costly alternative. However, while relocation of major cities might be considered, the associated high costs can also provide a strong incentive to upgrade protection. In cost-benefit terms, protection is favoured, but this of course depends on funds being available: poorer cities will be most challenged, with uncertain consequences. Further, a loss of confidence in a city due to a major flood could undermine its economic base, and hence the resources available for improving protection. If this occurs, it is probably a multi-stage process of decline over several events. However, once decline starts, it may be a self-reinforcing process.

Socio-political limits: Thresholds and limits will vary dependent on the prevailing base conditions, confidence and attitudes to risk. Good governance will deliver effective and well-maintained protection systems. Cities with a strong background in flood protection will be better prepared and more likely to have a planned long-term approach to the radical actions that will be needed as sea level continues to rise. Those that have not prepared and have an unrealistic expectation of continuation of the present paradigm may well reach limits earlier. In many ways, this is the hardest limit to characterise and quantify, and yet it might be the most influential limit for coastal cities in practice.

If protection limits are reached, a few cities may have to be largely abandoned as most of their land area is in the flood plain. However, most coastal cities have large areas outside the coastal flood plain. Hence, in these cases, retreat would be about reconfiguring the city to the new land-water interface.

There are very few studies which quantify the sea level rise threshold at which cities will have to be abandoned, and in particular there has been little analysis of the art of the possible or feasible for adaptation beyond about 4 metres for any city. Exceptions include the Thames Estuary where a key threshold for adaptation of 5 metres of mean sea-level rise was identified related to limits of sea wall raising and tidal barrier construction in a closed system scenario. For sea levels higher than this, the entire discharge of the river Thames would need to be pumped to the sea. In the Netherlands, the Delta Programme considered a sea level rise of 4 metres by 2200. It was concluded that continuation of dyke-raising and beach and dune nourishment with sand could still be effective up to this level.

Conclusion
The lack of knowledge on sea level rise thresholds for coastal cities is of real concern. London’s Thames Estuary 2100 (TE2100) plan (illustrated in Figure 2), the Dutch Delta Programme and New York have defined adaptive pathways into the future. These define a portfolio of adaptation measures which can be progressively and flexibly applied to manage flood risk as sea level rises: more slowly or rapidly as circumstances demand. This is a best practice proactive approach for planning to address the issue. Such analysis illuminates where thresholds will be met in each city.

This approach could be applied widely to the coastal cities around the world to identify the adaptation choices. This would include recognizing where protection might not be viable and a retreat approach may be needed. By taking a proactive approach to adaptation assessment the full scale of the long term challenge can be illuminated and the long term adaptive actions planned.
**GLOBAL SEA-LEVEL RISE**

**Professor Daniel Schrag**, Director, Harvard University Center for the Environment.

**What we wish to avoid**

As the previous chapter discussed, it is difficult to define thresholds in the height or rate of sea level rise that will cause significant problems for coastal cities. But it is clear that the faster sea level rises, the more difficult and expensive adapting to it will become. It may already be impossible to avoid long-term sea level rise of more than 10 metres from melting of polar ice sheets, but it may be possible to limit the rate of melting. So what we wish to avoid is any change that causes a significant acceleration in the rate of sea level rise.

**What we know**

Over 90% of the energy imbalance caused by increased greenhouse gas concentrations in the atmosphere is absorbed by the oceans (compared to roughly 3% that goes into warming the Earth’s surface). This extra energy is raising the heat content of the ocean, and correspondingly the volume, due to thermal expansion. In addition, ice is melting from the polar ice sheets and also from mountain glaciers, raising the volume of the oceans. Finally, mostly independent of climate change, groundwater is being pumped from aquifers on land, and then released to streams and rivers, also contributing to global sea level rise. Since pre-industrial times, the global average sea level has risen by about 20cm. Based on precise measurements from satellite altimetry, we know that the rate of rise has averaged 3.4mm/year since the 1990s, and we know that this rate is accelerating.

Thermal expansion is the main contributor to sea level rise at present, but the main contributor in the future will be melting of polar ice sheets. These contain water roughly equivalent to a globally averaged sea level rise of:

- **Greenland ice-sheet:** 7m
- **West Antarctic ice-sheet:** 6m
- **East Antarctic ice-sheet:** more than 50m

**What we do not know**

We do not know how quickly the melting of these ice-sheets could occur. This is deeply uncertain: neither observations nor models provide enough information. The timescale for the Greenland and West Antarctic ice-sheets could be hundreds of years, or thousands of years. The timescale for parts of the East Antarctic ice-sheet is likely to be longer because it is so cold and also less vulnerable to rapid collapse due to topography and glacial structure.

**What we think**

Paleoclimate data suggests that the Greenland ice-sheet probably cannot survive in a world where atmospheric carbon concentrations are above 400ppm (their current level), and almost certainly not in a 550ppm world – equivalent to a level in the lowest emissions scenarios that we have earlier in this report characterized as very unlikely. The same is probably true for the West Antarctic ice-sheet, and for small parts of the East Antarctic ice-sheet. This implies that we may already be committed to some 10-15m of sea level rise in the long-term future. Figure 1, taken from the IPCC, shows a central estimate of around 1.2m long-term committed sea level rise, if temperature rise is held steady at 2°C. But the rate is wildly uncertain: whether this will take 500 years or 10,000 years is really unknown.

---

1. This contribution is intended as a brief summary of the author’s opinion on the state of knowledge of risks of sea level rise, and not a comprehensive review of the existing literature. For additional information and references, readers should consult Chapter 13 of Working Group I from the IPCC AR5.
Figure 1: committed sea level rise as a function of long-term global temperature increase. Committed sea level is the amount that will occur regardless of global efforts to stabilize global greenhouse gas emissions.

The range of uncertainty is much smaller in the relatively short timescale of this century, but is still significant from a human perspective. IPCC projections for sea level rise have tended to increase over time. The Third Assessment Report estimated a range of 0.2 – 0.6m over the century; the Fifth Assessment Report estimates 1m as the upper end of the ‘likely range’, plus a few additional tenths of a metre in the event of a collapse of parts of the West Antarctic ice-sheet. Some more recent scientific findings have suggested that such a collapse has already begun.1

At the time of the IPCC’s Third Assessment Report, it was predicted that the ice-sheets on Antarctica would grow, contributing a net decrease to the change in sea level. Satellite measurements of ice-sheet mass now show the opposite to be occurring. Antarctica as a whole is losing mass, although there are parts of the Antarctic ice sheet that are gaining mass from increased precipitation. The data for Greenland show an acceleration in mass loss, but as the observations only exist for slightly more than a decade, it is impossible to say whether this acceleration is part of a multi-decadal oscillation, or the beginning of a long-term trend.

For this century, sea level rise of at least 40cm looks likely, as anything less would require a slowing in the contribution of ice-sheets, which would be the opposite of what is being observed. More than 1m appears unlikely, but there is much more uncertainty over the upper end of the range. Figure 2 shows the extent to which expert opinion varies.

A plausible worst-case scenario

A plausible worst-case scenario would be a significant acceleration of sea level rise, as well as a commitment to even more rapid sea level rise of several times the current rate at the end of this century and throughout the next century. This could only occur if one of two things happens:

i. A rapid acceleration of summer surface-melting on Greenland. In the few locations on Greenland where there are outlet glaciers that bring ice directly into contact with the ocean, Greenland’s glaciers are already moving at close to the maximum speed physically possible, which is constrained by friction. Some acceleration in the rate of mass loss is possible from an increase in the number of such locations, particularly around northern Greenland, but more substantial acceleration is likely to come from enhanced surface melting in summer. Satellite images show that the area of melting of the surface of the Greenland ice sheet has been expanding rapidly. The formation of melt-pools acts as a positive feedback. These processes are not yet well understood: deposition of black carbon may be important, as well as temperature rise. In addition, it is not known what effect the continuing retreat of summer sea-ice will have.
ii. Collapse of the Ross ice shelf and other large ice shelves from Antarctica. Temperatures on Antarctica are low enough that surface melting is not the major factor in creating ice loss, but rather ice discharge to the ocean. Currently, the discharge of glaciers on West and East Antarctica into the ocean are being slowed down by large ice shelves – floating land ice that has been pushed out into the ocean - including the Ross ice shelf covering the Ross Sea. The collapse of the Ross ice shelf or other critical ice shelves would allow the rate of ice discharge to accelerate, adding several metres to sea level rise over a century or two. We do not understand exactly how this would occur, but some work has shown that ice shelves disintegrate when slightly warmer (0 - 2°C) water flows over the continental shelf beneath the ice shelf and melts it from below. Current observations are so limited that we do not know whether these processes are already taking place.

It is also important to emphasize that the two possibilities described above have different implications for the possibility of stabilizing or reversing sea level rise. The melting on Greenland could be stopped if warming was reduced, for example through proposals to cool the Earth through solar radiation management (or 'geoengineering'). But if a major ice shelf disintegrates, it will be much more difficult to stop or slow the glacial discharge, as the flow depends on gravitational instability of the ice sheet, and is very insensitive to surface temperature, at least over fairly long timescales. Thus, the consequent sea level rise would likely be unstoppable and irreversible.

Endnotes


5. Box plots of survey results from all experts who provided at least partial responses to questions. The number of respondents for each of the four questions is shown in the top left corner; it is lower than the total of 90 participants since not all answered each question. Participants were asked to estimate likely (17 the 83rd percentiles) and very likely (5th - 95th percentiles) sea level rise under two temperature scenarios and at two time points (AD 2100 and AD 2300), resulting in four sets of responses. Shaded boxes represent the range between the first and third quartiles of responses. Dashed horizontal line within the box is the median response. Whiskers (solid lines) represent two standard deviations of the responses. Filled circles show individual responses that are beyond two standard deviations of the median.

17 LARGE-SCALE ABRUPT OR IRREVERSIBLE CHANGES

Professor Jason Lowe, Head of Mitigation Advice, UK Met Office Hadley Centre.

What we wish to avoid

Many elements of the climate system are capable not only of steady, gradual change over long time-periods, but also of non-linear change when critical thresholds are passed. Some of these may result in relatively abrupt change and some may be irreversible. Both types may have large-scale consequences for the climate, both directly and indirectly, often with disproportionate impacts in some regions of the world.

As discussed in the previous chapter, an acceleration in the melt rate of the Greenland or Antarctic ice-sheets could lead to a significant acceleration in global sea level rise; on time scales of several centuries or more this would very likely be irreversible. Similarly, an acceleration of temperature rise could result from large-scale thawing of permafrost and the release of extra carbon dioxide or methane into the atmosphere, or from the release of sub-sea methane hydrates (as discussed in the chapter on global temperature increase).

Changes in atmospheric circulation patterns are very difficult to predict, and could potentially be abrupt. As noted in the chapter on water stress, large-scale changes in monsoons cannot be ruled out. Changes to the El Niño phenomenon, linked to extreme weather in many parts of the world, are also possible. Ocean circulation patterns could also change: and in particular, the Atlantic meridional overturning circulation could weaken or collapse. This would affect temperature, rainfall, and some extreme weather over large parts of the northern hemisphere. On a regional scale, changes in rainfall and temperature in combination with other factors could cause large-scale die-back of tropical forests, such as the Amazon, which in turn would weaken the natural sink for atmospheric carbon dioxide and produce a further amplification of warming.1

When could these changes occur?

There is great uncertainty over when, or at what degree of global temperature rise, thresholds associated with these large-scale changes might be passed. However, the evidence suggests that the probability of crossing such thresholds increases with global temperature rise, and if temperature rise continues, there is potential for crossing several of them during the 21st century. Improving our understanding of these trigger points is a priority for climate research.

The IPCC’s Fifth Assessment Report reviewed recent evidence of both the likelihood and the consequences of experiencing these large-scale changes in the current century.1 These findings are summarised in the table shown below, which is adapted from the recent IPCC report (table 12.4).1 More recent published research has reinforced these findings.1

From a risk assessment perspective, it is important to understand what this evidence-based expert judgement is saying with respect to magnitude of impact, probability, and time.

Magnitude of impact: For some of these changes, the magnitude of impact being considered is a very high one. For example, for a methane hydrate (clathrate) release, the magnitude being considered is ‘catastrophic’. For ice-sheet collapse, what is being considered is ‘near-complete disintegration’, which would result in sea level rise of many metres – considered exceptionally unlikely this century. In some cases, a lower impact threshold may also be significant: for example, the likelihood of partial ice sheet collapse causing an acceleration of sea level rise in the short-term, and commitment to higher sea level rise in the long-term, may be much higher. The IPCC’s Summary for Policymakers estimates that ‘Risks [of large-scale singular events] increase disproportionately as temperature increases between 1–2°C additional warming and become high above 3°C, due to the potential for a large and irreversible sea level rise from ice sheet loss.’5

...
Table: Components in the Earth system that have been proposed in the literature as potentially being susceptible to abrupt or irreversible change. Column 2 defines whether or not a potential change can be considered to be abrupt under the AR5 definition. Column 3 states whether or not the process is irreversible in the context of abrupt change, and also gives the typical recovery time scales. Column 4 provides an assessment, if possible, of the likelihood of occurrence of abrupt change in the 21st century for the respective components or phenomena within the Earth system, for the scenarios considered in this chapter.6

<table>
<thead>
<tr>
<th>Change in climate system component</th>
<th>Potentially abrupt (AR5 definition)</th>
<th>Irreversibility if forcing reversed</th>
<th>Projected likelihood of 21st century change in scenarios considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic MOC collapse</td>
<td>Yes</td>
<td>Unknown</td>
<td>Very unlikely that the AMOC will undergo a rapid transition (high confidence)</td>
</tr>
<tr>
<td>Ice sheet collapse</td>
<td>No</td>
<td>Irreversible for millennia</td>
<td>Exceptionally unlikely that either Greenland or West Antarctic ice sheets will suffer near-complete disintegration (high confidence)</td>
</tr>
<tr>
<td>Permafrost carbon</td>
<td>No</td>
<td>Irreversible for millennia</td>
<td>Possible that permafrost will become a net source of atmospheric greenhouse gases (low confidence)</td>
</tr>
<tr>
<td>Clathrate methane release</td>
<td>Yes</td>
<td>Irreversible for millennia</td>
<td>Very unlikely that methane from clathrates will undergo catastrophic release (high confidence)</td>
</tr>
<tr>
<td>Tropical forests dieback</td>
<td>Yes</td>
<td>Reversible within centuries</td>
<td>Low confidence in projections of the collapse of large areas of tropical forest</td>
</tr>
<tr>
<td>Boreal forests dieback</td>
<td>Yes</td>
<td>Reversible within centuries</td>
<td>Low confidence in projections of the collapse of large areas of boreal forest</td>
</tr>
<tr>
<td>Disappearance of summer Arctic sea ice</td>
<td>Yes</td>
<td>Reversible within years to decades</td>
<td>Likely that the Arctic Ocean becomes nearly ice-free in September before mid-century under high forcing scenarios such as RCP8.5 (medium confidence)</td>
</tr>
<tr>
<td>Long-term droughts</td>
<td>Yes</td>
<td>Reversible within years to decades</td>
<td>Low confidence in projections of changes in the frequency and duration of megadroughts</td>
</tr>
<tr>
<td>Monsoonal circulation</td>
<td>Yes</td>
<td>Reversible within years to decades</td>
<td>Low confidence in projections of a collapse in monsoon circulations</td>
</tr>
</tbody>
</table>

**Probability:** The estimates of likelihood given above may be read with reference to the IPCC’s standard approach to expressing estimated ranges of likelihood in qualitative terms. The ranges corresponding to the terms used here are: ‘Exceptionally unlikely’: 0-1%; ‘Very unlikely’: 1-10%; ‘Likely’: 66-100%. Although in the IPCC report many of these changes are reported as being “very unlikely” in the IPCC’s calibrated terminology, the probability estimates are what many risk adverse stakeholders might still consider unacceptably high when viewed in parallel with the magnitude. It is notable that for several of the large-scale changes, the uncertainty around their likelihood is so great that no estimate is given.

**Time:** The probability estimates noted above are given only with respect to the current century. As noted above, these probabilities are expected to increase with global temperature rise, and as the chapter on that subject showed, under medium and high emissions scenarios global temperature rise is projected to continue beyond the end of the century. The consequences of these changes are also expected to continue beyond the century time-scale.

All three of these factors – magnitude of impact, probability, and time – have to be taken into account in reaching a view on the scale of the risks presented by these possible large-scale changes.

**Systemic interactions**

An additional aspect to consider is the potential for interaction between these large-scale climate system changes, with one change leading to a cascade of other major events. For instance, we can speculate that enhanced melting from the Greenland ice-sheet could not only raise sea level but also slow the Atlantic overturning circulation. One consequence of changes in Atlantic circulation and sea surface temperatures is expected to be a shift in atmospheric circulation, which could have negative impacts on the health of the Amazon forest and its ability to take up atmospheric carbon. At the same time, the rise in sea level from Greenland might also affect the stability of the ice shelves and ice sheets in the southern Hemisphere, leading to further sea level rise.

Figure 2 captures some of these effects (this is based on an earlier figure by Kriegler et al.9) It effectively highlights the fact that the concomitant effects of climate change can cause widespread impacts in a number of areas, presenting significant systemic risks. This is an area explored in greater detail in the next section of this report. It is clear that if we are to have a full understanding of climate change risks, we must assess the likelihood of large-scale climate changes, the interactions between them, and the critical thresholds at which they could be triggered. The recent emergence of complex earth system models is finally providing a tool that will allow climate scientists to start to explore these interactions.

**Figure 2: Possible interaction of large-scale climate disruption.**
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In this chapter, we have considered various forms of threshold in the severity of climate change and its impacts. These include:

- Thresholds in the physical climate system itself: for example, the degree of warming at which an ice-sheet may be committed to collapse;
- Biophysical thresholds, such as the degree of heat and humidity that is potentially fatal to humans, or the temperature that exceeds the tolerance of a crop;
- Socioeconomic thresholds, such as the quantity of per capita water resources required to meet basic human needs, or the point at which it becomes less costly to retreat from coastal areas than to protect them against flooding;
- Thresholds defined by political decisions, such as the 2°C temperature target.

It is clear that in many cases, when a threshold is passed, there is a non-linear increase in the severity of impact. For example: a significant acceleration in the rate of sea level rise; a very severe decrease in crop yield instead of a moderate decrease; the death of a person from heat stress instead of the experience of non-fatal heat stress. Avoiding these impacts is likely to be a high priority for a decision-maker, so assessing their likelihood should be a high priority for a risk assessment.

Our assessment looked, where possible, at how the probability of crossing these thresholds might increase over time, or as a function of global temperature rise. In several cases, it appeared that there could be a non-linear increase in the severity of impacts. These include:

- Biophysical thresholds, such as the degree of heat and humidity that is potentially fatal to humans, or the temperature that exceeds the tolerance of a crop;
- Socioeconomic thresholds, such as the quantity of per capita water resources required to meet basic human needs, or the point at which it becomes less costly to retreat from coastal areas than to protect them against flooding;
- Thresholds defined by political decisions, such as the 2°C temperature target.

As we discussed at the beginning of this section, an approach that first defines what it is we wish to avoid, and then assesses its likelihood as a function of time, seems consistent with the principles of risk assessment. If results presented it this way make it plain that under a certain course of action (e.g. a high emissions pathway), that likelihood could become very high, then this will be useful information for a decision-maker.

There seems to be considerable scope for developing this approach further. For example, more locally relevant socioeconomic thresholds could be defined, and better ways to estimate probabilities could be developed. A limitation of this approach may be that it will tend to focus on individual impacts of climate change, rather than the effect of many impacts in combination. In the real world, different impacts of climate change will frequently overlap and interact. The difficulty of anticipating such interactions – especially if human actions are also taken into account – may mean that the risks arising from them are easily overlooked. The IPCC found that “Interactions of climate change impacts on one sector with changes in exposure and vulnerability, or with adaptation and mitigation actions affecting the same or a different sector, are generally not included or well integrated into projections of risk. However, their consideration leads to the identification of a variety of emergent risks that were not previously assessed or recognized.”

This most difficult area of risk assessment – the interactions between the impacts of climate change and complex human systems – is the subject of the next part of our report.
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RISK ASSESSMENT PART 3: SYSTEMIC RISKS

INTRODUCTION

Our human civilization and the natural environment on which it depends are both examples of complex, dynamic systems. The defining characteristic of such systems is that they are made up of large numbers of interacting, interdependent components. These interactions are often non-linear: their causes and effects are not proportional to each other. Small changes can sometimes have very large effects. For this reason, the behaviour of these systems is very difficult to predict.1

A high degree of uncertainty, if it affects our objectives or things we value, can correspond to a high degree of risk. Systemic risks may be simply defined as ‘risks that can trigger unexpected large-scale changes of a system, or imply uncontrollable large-scale threats to it’.2

In this part of our risk assessment, we are concerned with the risks that could arise from the interaction of climate change with human social and economic systems. As we noted at the beginning of this report, human civilization developed during a period of several millennia of unusual climatic stability. We are now, through our emission of greenhouses gases, applying a forcing to the climate system – disturbing its stability. As described in previous chapters, this could lead to large changes in the natural world, far outside the range of human experience. Intuitively, we might guess that if small changes can sometimes produce very large effects in complex systems, then very large changes could be quite likely to produce very large effects.

The systemic risks of climate change may be very large, but they are much less straightforward to assess than the direct risks considered in earlier chapters. In this section, we begin with an example of the systemic risks experienced by a city in relation to a current climate event. We then consider the observed changes and future risks to systems in a region – the Arctic – and the way in which these changes could affect the rest of the world. Finally, we explore in depth two categories of risk that could be significant at the international scale: climate change risks to global food security, and climate change risks to national and international security.

An example of systemic risks at the regional level: climate change in the Arctic

Dr Tero Mustonen works for the Snowchange Cooperative and the University of Eastern Finland. His work gives him contact with scientists and indigenous peoples from around the Arctic who are observing and documenting the changing climate and its effects. Here he describes a few of these observed changes, and some future risks.

The Arctic is warming at twice the rate of anywhere else on Earth.3,4 so the changes we observe there at present give us some idea of the scale of the changes we could witness elsewhere in future. The changes already seen in the Arctic are profound. Rising average temperatures have led to heat extremes that were previously unheard of: a peak temperature of 37.2°C has been recorded in boreal Finland.5 Melting of the Greenland ice-sheet has accelerated, while the extent of summer sea-ice has reduced by some 40%, at a rate faster than most scientific models predicted.6 In many areas the permafrost – previously permanently frozen ground – is beginning to thaw. The whole region is under-going a system-shift, with potentially major consequences for ecosystems and human societies.7

The indigenous peoples of the Arctic are directly affected by these changes in ecosystems. Unpredictable weather patterns have already disrupted the traditional calendar of the Kola Sámi in northwestern Russia.8 In the Eurasian North, the Skolt Sámi people, anticipating the severe impacts of climate change on reindeer herding habitats, are beginning to adapt their culture to rely instead upon inland fishing.9

The Inuit’s hunting and food-sharing culture is under threat, as reduced sea ice results in the decline of populations of the animals they hunt. In the future, the Arctic Council assessed that reductions in species’ ranges and availability, less predictable weather, and threats to safe travel caused by the changing ice conditions would ‘present serious challenges to human health and food security, and possibly even the survival of some cultures’.10

Industrialised societies of the region face disruption too. While the retreat of the sea ice may enable the expansion of shipping and offshore oil extraction, the thawing of the permafrost threatens to destabilize buildings, roads, pipelines, and airports.11 Communities and industrial facilities may need to be relocated. Transportation on ice roads and across tundra, as well as oil and gas extraction in terrestrial locations will be more difficult as the frozen periods of the year become shorter and less predictable.12 The unstable ground even poses a serious risk to the safe operation of nuclear facilities, such as the Bilibino Nuclear Power Plant in northeastern Siberia.13

These changes in the Arctic have the potential to increase the risks in the rest of the world. As noted in earlier chapters, the thawing of the permafrost could accelerate the rise in global temperatures, and the melting of the Greenland ice-sheet could add significantly to global sea level rise.

An example of systemic risks at the city level: drought in São Paulo

Dr Jose Marengo is Research Director at the National Center for Monitoring and Early Warning of Natural Disasters in São Paulo, Brazil. Since October 2014 he has served on a crisis task force set up to advise the Brazilian government on its handling of the drought in the southeast of the country. Here he describes some of its effects.

The São Paulo Metropolitan Area is the largest metropolis in South America, and accounts for a third of Brazil’s national GDP. For the last year, it has been affected by an exceptional drought. Rainfall over the reservoir system surrounding the city fell in 2014 to the lowest level recorded since 1940, and this coincided with a period of high temperatures. The extent to which climate change affected the likelihood of such low rainfall is difficult to assess, but it may well have played a role in increasing the likelihood of the high temperatures.14 (As chapter 13 discussed, in future, climate change could increase the risks of drought in many parts of the world.)

While the low rainfall decreased water availability, high temperatures led to increased water use – in agriculture, industry, and people’s homes. The city’s rapid development over recent decades had increased its vulnerability: population growth increased water demand; forests and wetlands that had historically soaked up rainwater and released it slowly into reservoirs were destroyed; and poor-quality infrastructure continued to leak some 30-40% of its water.

The most direct impact, obviously, has been a lack of water. The state-run utility company has reduced its extraction from reservoirs by a third, cut its pump pressure at night, and offered discounts to customers who reduce their consumption. Parts of the city now rely on water-trucks for their supply.

Lack of water has hampered the functioning of schools, hospitals and businesses. Agriculture has suffered: the price of products such as tomatoes and lettuce increased by around 30% at the peak of the drought; other affected crops included sugar cane, oranges and beans.15 Meanwhile, the number of forest fires in the region increased by 150% from 2013 to 2014.4 Electricity generation has also been affected. More than 70% of Brazil’s electricity supply comes from hydroelectric power, and around 70% of this is generated in the São Paulo region. By the end of 2014, the reservoirs supplying this power generation were almost dry. As a result, energy tariffs were predicted to increase by 20-35% in 2015.5

The effects of the water shortage, including water rationing, increased water bills, and other inconveniences have even led to protests and social unrest in some parts of the city. The overall loss to the economy from the drought so far has been estimated at US$5 billion, making it the fifth most expensive natural disaster in the world in 2014.6
Systemic risks at the international level

As part of the UK government’s first national climate change risk assessment, a study was commissioned to look into the ‘indirect’ risks of climate change to the UK: those which arose not from climate change impacts within the country’s borders, such as flooding, but which affected the country indirectly as a result of its interactions with other countries.

The study reached a striking conclusion: ‘Climate change impacts around the world multiply existing threats to the UK, and some of these could be an order of magnitude greater than threats from domestic climate impacts’ (emphasis added). While the study only considered a scenario in which global emissions were aligned with the target of limiting global temperature increase to 2°C, it noted that higher emissions scenarios could lead to much more severe impacts, particularly over the longer term.

Most of the largest risks identified in that study fell into two categories: risks to global food security, and risks to national electrical security. For this risk assessment, we considered those two categories of risk in some depth. The next two sections summarise our findings.
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14. Food demand and supply and the impact of weather in a changing world

Demand for food, at a global level, is increasing faster than yields are growing, leading to increasing pressure on land. By 2050, the FAO estimates that demand will increase over 60% above the current situation. Demand growth is driven by population and demographic change, and increasing global wealth. This, in turn, leads to greater per capita food demand, often associated with demand for more livestock produce. In 2007/8, a small weather-related production shock, coupled with historically low stock-to-use levels, led to rapid food price inflation, as measured by the FAO Food Price Index and associated with the main internationally traded grains. This increase was compounded by some countries imposing barriers to local export, to ensure their own food security, leading to an FAO food price spike of over 100%. A similar price spike occurred in 2010/11, partly influenced by weather in Eastern Europe and India.

These spikes created a number of significant impacts around the world. In rich countries, where food is freely available, food price inflation was marked and the poorest suffered, resulting in people trading down on food quality or quantity, and in the process spending significantly more. In poorer countries, especially those with fragile governance, rapid food price inflation undermined civil order, and, in part was a spark for the Arab Spring and the consequences that have followed. In 2012, the worst drought to hit the American Midwest for half a century triggered comparable spikes in international maize and soybean prices.

This sequence of price spikes, and their consequences, re-alerted the world to the need to focus on global food availability and the volatility in its supply. In 2012, Sir John Beddington, then UK Government Chief Science Advisor, commissioned a report on food system resilience from the UK’s Food Research Partnership. That report concluded: ‘The evidence is not available properly to describe with any certainty how
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variable weather will impact on food production systems and worldwide trade, but our contention is that we need greater investigation of what they could be, with perhaps greater consideration being given to reasonable ‘worst case scenarios’. Given that the frequency of weather extremes is increasing, the potential for large impacts, and unprecedented ones, is growing.6

Here we summarise the outputs from the Taskforce into three areas: (i) how the changing weather may create shocks to the global food system, and, from this the development of a ‘plausible’ worst case scenario for a shock; (ii) plausible market and policy responses to the worst case scenario; and (iii) how the combination of scenario and responses may impact upon different societies, economies and the environment.

Weather and shocks to the global food system

Food production of the globally most important commodity crops (maize, soybean, wheat and rice) comes from a small number of major producing countries. The exposure of a large proportion of global production of the major crops is therefore concentrated in particular parts of the globe (Fig 1), and so extreme weather events in these regions have the largest impact on global food production. Simultaneous extreme weather events in two or more of these regions – creating a multiple breadbasket failure – would represent a serious production shock. However understanding the covariance of extreme weather events in different production regions is currently under-researched. There is an urgent need to understand the driving dynamics of meteorological teleconnections, such as the El Niño – which may be becoming more extreme7 – in order to quantify the likelihoods of coincident production shocks in major food-producing regions.

Figure 1: Proportion of the total calories coming from the main four commodity crops per country. Within each country, agricultural production is also typically concentrated (see fig S7a in Foley 2011 for a spatially resolved map). For example, the bulk of calories produced in the US come from soy and maize in the Midwest, in Brazil agricultural production, mainly soy, is concentrated inland from the SE coast; rice predominantly comes from the Indo-Gangetic plain, SE China and SE Asia; and wheat production is concentrated in NW Europe and around the Black Sea.

FAOSTAT 2001-2010 % calories (maize, wheat, rice and soy)

By examining production shocks in the recent past, we show that weather events, particularly drought, are a major driver of these shocks. Using the example of these past events we generated a set of scenarios, in the present or near-future, of weather-driven production shocks for each of the four crops. These we combined to create a plausible worst case scenario.8

Analysis of the historical records indicated that in 1988/89 there was a significant drought-related impact on the yields of maize and soybean, with global production decreasing by 12% and 8.5% respectively. In 2002/3, drought impacted on wheat in Europe, Russia, India and China and rice in India, with global production of wheat decreasing by 6%, and of rice by 4%. Our plausible worst case scenario is that the two patterns of weather - that resulted in maize and soy, and wheat and rice being significantly affected - occur simultaneously. Without further work we cannot quantify the risk of this scenario, but we consider that a significant impact on all four crops of these magnitudes is plausible.

Changing profiles of risks over time: a first analysis

Through the use of climate models coupled to crop models, we can explore the changing risk of major shocks to the food system. To gauge whether we should be concerned about changing risks, we undertook an initial exploration using an ensemble of agriculture and climate impact models.9 In terms of global calorie-weighted yields of maize, soy, wheat and rice produced, the ensemble produces a distribution of yields in response to modelled weather (shown in Fig 2 as histograms for ‘historical’ and ‘near-term’ future, and as box plots for 4 time periods). Comparing the histograms, there are changes in the shape of the distribution in future relative to the last decades: they ‘flatten out’. This change in shape represents a significant increase in variance between the modelled historical and the near term future, and this increasing variability continues to increase throughout the century (Fig 2, top right hand panel).

This ensemble analysis suggests that what we would call an extreme food production shock in the late 20th century will become more common in the future (Fig 2). These data indicate that a 1-in-200 year event for the climate in the late 20th century equates to a loss of approximately 8.5% (Fig 2 top), and over the next decades (2011-2040), a 1-in-200 year event is about 15% larger in magnitude and equivalent to the loss of 9.8% of calorie production. Furthermore, according to the ensemble, an event that we would have called 1-in-100 years over the period 1951-2010 may become as frequent as a 1-in-30 year event before the middle of the century.
The analysis shown in the top row of Fig 2, assumes full effectiveness of CO2 fertilization. Recently questions have been raised about the magnitude of this beneficial effect.10 If we assume instead that there is no CO2 fertilization at this large scale, we find similar but more severe effects in later decades (Fig 2 bottom): a 1-in-200 year event in the near-term future is –35% greater magnitude and the extreme left tail indicates the potential for historically unprecedented events. Without CO2 effects, a historically 1-in-100 year event is estimated to occur more than once every 10 years by the second half of the 21st century.

These results are a preliminary analysis and are limited by the availability of high-resolution global climate model runs. Significant work is needed to reduce the uncertainty and better understand the way extreme weather may change. Nonetheless, the indications are clear that the global food system is facing increasing risks due to more frequent extreme weather.

Policy and market responses to weather-influenced production shocks

Global food trade has increased in recent years, bringing well understood benefits. Trade allows countries with limited productive potential to meet domestic demand; it facilitates specialisation and efficiency; and it generally increases resilience by smoothing local disruptions. However, not all disruptions are equal. As Section 3 highlighted, the system is not robust to a shock in one or more major production regions, pointing to inherent systemic risk in the geographical concentration of global food production.

As noted by May (regarding financial and ecosystem networks, but similarly applies to the global food network which shares some network properties) there is a complex interplay between robustness and vulnerability. Greater interconnectedness reduces countries’ vulnerability11 to local production shocks, but may increase vulnerability to shocks in distant breadbasket regions. It also means the food system is more vulnerable to a sudden reversal in connectivity, for example due to an outbreak of trade restrictions. A recent study examining the evolution of trade networks over the period 1992-2009 concluded:

"...the global food system does exhibit characteristics consistent with a fragile one that is vulnerable to self-propagating disruptions. That is, in a setting where countries are increasingly interconnected and more food is traded globally over the last two decades, a significant majority of countries are either dependent on imports for their staple food supply or would look to imports to meet any supply shortfalls."

In essence, through deeper trade food importing countries have reduced costs and vulnerability to localized production shocks, but at the expense of increased exposure to systemic risks such as a shock in a major production hub or a sudden deterioration in connectivity. Recent price spikes illustrate clearly the systemic risks associated with disruptions in major production regions and/or outbreaks of trade restrictions. Other factors thought to have amplified these price spikes include biofuel mandates, low ratios of stocks relative to demand and depreciation of the US dollar.12

Historically, following past production shocks, individual grain prices have more than doubled in a short space of time.13 The food system’s resilience to a weather-related shock can be defined by how much food prices, access and availability are affected by it. Resilience therefore depends on the magnitude of the physical shock, and on the policy and market responses that may amplify or buffer its effects as it propagates through the system.

In response to the last decade’s food price spikes, many governments have developed strategic responses to better manage food production. However, other key problems pertaining to demand and trade responses remain unaddressed. If we are to avoid the worst impacts of future production shocks, we need to develop greater understanding of how responses may amplify or mitigate, the price impact of production shocks. These responses are determined by the actions of agents mediated through markets. Governments are significant players in this, both through their direct influence on markets and their indirect influence on the other agents including farmers, food manufacturers and retailers, consumers and relief agencies.

To capture the potential market and government responses to food production shocks in wheat, maize, soybean and rice, we conducted a literature review, undertook a historical data analysis and completed 50 interviews with experts from industry and policy around the world. Taking the plausible worst case production shocks set out in Box 1 as a starting point, we developed a detailed scenario of how weather and responses may interact on a global scale to produce a significant market shock. The scenario for 2016 involves export restrictions being put in place by major food producing countries, and large-scale purchases and consumption subsidies being used by major importers or highly import-dependent countries. The scenario is described in detail in the full version of this report [www.foodsecurity.ac.uk/assets/pdfs/extreme-weather-resilience-of-global-food-system.pdf] together with a scenario for 2026 that assumes a plausible deterioration in global food system resilience to have occurred in the intervening period.

Economic modelling of the price impacts of these scenarios has not been possible, and in any case, typical economic simulation models are poorly suited to modelling short-run prices during periods where markets are in disequilibrium and the magnitude of the shock is significantly ‘out-of-sample’. Nevertheless, it is our judgement that the combined production shock and responses outlined below in the 2016 and 2026 worst case scenario could see the FAO food price index reach record highs, surpassing 250 compared to around 170 at the time of writing, with a likely trebling in the price of individual grains. By way of comparison, the index reached 226 in 2008 and 238 in 2011. All other things being equal, the 2026 scenario would be expected to result in an even higher price spike. Economic modelling of these scenarios would be one subject for subsequent research.

Factors that may amplify the impact of future production shocks in 2026

The consequences for global food security of any production shock depends not only on the responses of key actors, but critically also on the overall resilience of the food system and prevailing macroeconomic conditions. It is far from difficult to develop a plausible worst case scenario for 2026 in which system resilience is lowered over the next decade and macroeconomic conditions are unfavourable, making the global food system considerably more vulnerable to the same shocks.

Factors that would cumulatively reduce the resilience of the global food system to supply shocks and increase the likelihood of a price crisis include: low stock-to-use ratios; the reduced self-sufficiency of China; increasingly inelastic demand; the recovery of oil prices; cumulative underinvestment in infrastructure in
key exporting regions; and the depreciation of the US dollar. Under this set of preconditions the production shocks considered here would almost certainly result in a more dramatic price response. Consequently, the responses of societies and governments would likely be more extreme. A larger number of countries would probably experience civil unrest. This would raise the stakes for governments, and result in more states intervening.

**How would a plausible worst case scenario impact on societies, economies and the environment?**

The preceding section set out a plausible worst case scenario in 2016, comprising a weather-related global production shock amplified through the responses of market actors that could plausibly result in a spike in the FAO food price index to over 250 in 2016. Based on this scenario, it is possible to consider the potential consequences for human populations and national economies. Information on possible country level impacts was collected through an expert interview process. An 'Interview Questionnaire' was developed and a panel of experts from academia/research institutions, government and the private sector were interviewed about the likely impacts in Brazil, China, Egypt, Ethiopia, Europe, India, Russia, Saudi Arabia, and the United States. This analysis revealed the following broad expectations of how the plausible worst case scenario might unfold at the national and societal level. These are highly consistent with the impacts observed during the 2007/8 and 2010/11 price spikes.

- **The hardest impacts would be felt by import dependent developing countries**, particularly in Sub-Saharan Africa. These countries would be expected to experience the most pronounced short-term deteriorations in poverty rates and nutrition security. At the economy level, impacts would likely include inflation, deteriorations in the balance of payments and budgetary pressures arising from higher food subsidies and social transfers.

- **Other import dependent countries could experience social unrest.** In particular, in the wake of the Arab Spring and ongoing instability in the region, the highly import dependent countries of the Middle East and North Africa region could be particularly vulnerable.

- **Impacts on major economies would be muted.** Consumers in large industrialised countries such as the US and EU, where food represents a small share of household expenditures, would be relatively unaffected. The crop sectors of these economies, and other major agricultural producers, would likely benefit from higher prices, though other sectors could suffer. Poor food consumers in China would likely be relatively unaffected due to government intervention to buffer these households from food price inflation through the use of strategic reserves and price controls.

- **The supply response may have negative consequences in the long term.** In response to the price spike, agricultural output would likely increase through a combination of extensification and intensification. In the short-term, this would increase supply and help stocks to recover, facilitating a decline in food prices. However, if extensification occurred at the expense of high carbon value and/or high biodiversity value land such as forest, this could have long-term environmental costs. Similarly, unsustainable intensification could degrade soils, deplete freshwater supplies and increase greenhouse gas emissions and eutrophication. The risk of unsustainable production responses is likely to be higher in the event of a dramatic price spike, with potential long-term consequences for the resilience of food production.

**Conclusion**

We have argued that the risk of a serious weather-related shock to global food production appears to be increasing rapidly due to climate change. Such an event could have serious implications for the stability of global grain markets and human security in vulnerable countries. In our full report, we set out five broad areas where action can begin to be taken in order to address this. First, and perhaps foremost, is to better understand the risks. In particular, we need to better understand the evolving risk of weather-related shocks. In addition, there is also a need to better understand the ways a shock propagates through the trade network, and the immediate actions that can mitigate its effects. Finally, there are strategic actions that can be taken to create structural changes that build the resilience of the global and local food systems.

**Endnotes**

8. The global production loss estimated from the historical and simulated anomalies using the Global Gridded Crop Model Intercomparison (GGCMI) data for the four crops in 1988/9 and 2002/3.
13. World commodity prices are priced in dollars. Depreciation of the dollar leads to cheaper prices in other currencies. This leads to either reduction in supply or an increase in demand, which then drives up world prices.
16. This is on average. Analysis of UK purchases following the 2007/8 food price spike show a complex pattern of changes in response to food price increases: as prices increased UK households bought 4.2% less. They also 'traded down to save money, by buying cheaper alternatives. Nonetheless, trashing down didn't compensate prices rises and overall the food bill for an average family rose and was 12% more in 2007 than 2007. The poorest spent 17% more in 2011 compared to 2007, so their relative food bill increased by 40% more than average (https://www.gov.uk/government/publications/family-food-2011).
Climate change risks to security in the present

A growing body of credible, empirical evidence has emerged over the past decade to show that the climate change that has occurred thus far – involving an increase of 0.8°C in global average temperatures – is already influencing dynamics associated with human, sub-national, national and international security. This evidence does not generally attempt to pinpoint precise causal relationships, but instead considers how climate change may have altered probabilities and interacted with other factors to increase the risks. Here we give three examples.

Drought, displacement and conflict in Syria

The Middle East, North Africa and Mediterranean region has experienced a drying trend over the last few decades, with a notable decline in winter precipitation. Climate change is thought to have played a significant role in this trend, as was forecast by previous climate modelling, and to have made the extreme drought suffered by Syria between 2007 and 2011 some two to three times more likely. During the drought, crop failure and the loss of livestock were severe and widespread. This contributed to a mass internal displacement of farmers and herders – around two million people – many of whom fled to urban areas which were already stressed with Iraqi and Palestinian refugees. By 2009, more than 800,000 Syrians had lost their entire livelihood as a result of the droughts; by 2011, around 1 million were extremely food insecure, and 2-3 million had been driven into extreme poverty. While many other factors were important in driving the political unrest and conflict that followed, it is difficult to imagine that this widespread impoverishment and large-scale displacement did not play a role.

Climate change risks to security in the future

In the near term future, population and economic growth are expected to significantly increase pressure on resources. Global demand for food, water and energy is projected to increase by approximately 35%, 40% and 50% respectively, by 2030 as compared to 2012. At the same time, climate change could negatively affect the availability of these resources. National security and intelligence assessments of several governments have recognised the potential for this confluence of trends to contribute to security risks. With regard to security risks in the long term, relatively little analysis is available. The IPCC found that: “Much of the current literature on human security and climate change is informed by contemporary relationships and observation and hence is limited in analyzing the human security implications of rapid or severe climate change.” To support our assessment of how security risks could vary between low degrees of climate change in the near term, and potentially high degrees of climate change in the long term, we commissioned the CNA Corporation, experts in futures analysis and wargaming, to design and conduct a wargame an exercise. This was held in Delhi in March 2015, hosted by the Council on Energy, Environment and Water. The twenty-four participants included senior scientists, security experts, diplomats, and retired military personnel from countries including India, China, the US, the UK, Bangladesh, Germany, the Netherlands, and India. The game reflected the decisions made by participants in the role of the leaders, major countries and regions, aiming to further explore national economic and security interests in the context
of a changing climate over the next half-century or more. The scenarios exercise consisted of round-table discussions to identify the most significant near-term and long-term security risks in a scenario where climate change is progressively taken to the upper end of what is currently assessed as the likely range.11 Both exercises were conducted by four independent groups of participants operating in parallel. The assumptions used in both exercises were reviewed for reasonableness and plausibility by the Climate Change Science Institute of Oak Ridge National Laboratory.

Here we discuss some of the biggest security risks identified, grouping them by theme. Analysis from the wargame and scenarios exercise conducted for this assessment is presented together with some more detailed comments from individual participants, and with relevant findings from a few other published studies that have explicitly considered the security risks of high degrees of climate change. References note where other assessments have reached similar conclusions.

State failure

Our scenarios exercise found that in the near-term future, climate change would be most likely to increase the risks of state failure in states that are already highly water stressed or food insecure, at the same time as suffering from poverty, social tensions, and poor governance. We considered that countries in the Middle East and North Africa region may be at particular risk: most are already water-stressed, many of them to an extreme degree.12 The large population increases projected for many countries in the region – in the range of 50% for Egypt, 70% for Syria, 90% for Yemen, and 130% for Iraq, between 2010 and 2050, will further decrease per capita water resources. At the same time, climate models predict a drying trend for the region. One study projects a reduction in streamflow of 10-30% in large parts of the region, and of 30-50% in the worst affected areas, with a global temperature rise of 2.7°C.13

We also considered that countries where a high proportion of the population relies on subsistence farming may be at particular risk of instability due to climate change impacts on agriculture. Sub-Saharan Africa already has the highest proportion of food insecure people in the world, with more than a quarter of the population undernourished in 2010-2012, and more than half in some countries.14 Many of the countries in the region – more than 30 in the continent as a whole – are projected to double their populations by mid-century,15 and for a significant number, this will reduce arable land per capita to below a threshold of extreme stress.16 At the same time, land temperatures in Africa are projected to rise faster than the global land average, and it is thought very likely that climate change will reduce cereal crop productivity, with strong adverse effects on food security.17 Clearly, economic development and adaptation to climate change will be critical, and the risks will be greatest where these efforts are less successful.

Climate change is likely to increase environmental stresses on many countries at the same time. A report by the German Advisory Council on Global Change suggested that this, in combination with the tendency of failed states to destabilize their neighbours, could lead to the emergence of ‘failing sub-regions’ in parts of the world where climate change impacts are particularly severe.18 Vice-Admiral Chauhan (Retd.) of the Indian Navy gives an example of how stresses affecting the countries of South Asia could interact with each other.

High degrees of climate change could increase the risks of state failure in countries that are economically underdeveloped, resource stressed, or already unstable for other reasons. In South Asia, drought in Afghanistan and Pakistan, and increased flooding and loss of land to the sea in Bangladesh, could put those countries’ governments under great stress, and precipitate large-scale migration into India. In India, it would combine with an internal population shift from rural to urban areas, further increasing demographic pressure in cities – many of the largest of which – including Kolkata, Chennai and Mumbai – are coastal, and will be increasingly vulnerable to flooding both from sea level rise and from intense rainfall. At the same time, both the influx of internal and external migrants, and the increasing variability of the monsoon, could further destabilize the “Red Corridor”, a swath of economic deprivation and misgovernance that cuts through almost all the eastern states of India, in which Marxist-Leninist rebels are waging a campaign of violence against the state. The temptation to solve this problem through military intervention could become overwhelming.

At the high degrees of climate change possible in the long-term future, participants in our scenarios exercise considered that there could even be risks to the political integrity of states that are currently considered developed and stable. These could arise from the combined effects of food and water insecurity, social stresses caused by inequality and large-scale internal migration, the increasing expense and difficulty of protecting coastal cities, and the breakdown of infrastructure systems subject to multiple stresses.19

Terrorism

Participants in our exercise saw the risk of terrorism as closely linked to the risk of state failure. While terrorism has complex causes, the power vacuum left by a failing or collapsed state provides conditions in which terrorist groups can become established and grow stronger. Participants considered that the inequality of climate change impacts between countries, and the potential for large-scale displacement of people, could further increase the risk. Here Vice Admiral Lee Gunn (Retd.) describes how climate change could increase the appeal of terrorism, at the same time as terrorism itself is becoming more dangerous.

At the high degrees of climate change possible in the long-term future, participants in our scenarios exercise considered that there could even be risks to the political integrity of states that are currently considered developed and stable. These could arise from the combined effects of food and water insecurity, social stresses caused by inequality and large-scale internal migration, the increasing expense and difficulty of protecting coastal cities, and the breakdown of infrastructure systems subject to multiple stresses.19

Terrorism

Participants in our exercise saw the risk of terrorism as closely linked to the risk of state failure. While terrorism has complex causes, the power vacuum left by a failing or collapsed state provides conditions in which terrorist groups can become established and grow stronger. Participants considered that the inequality of climate change impacts between countries, and the potential for large-scale displacement of people, could further increase the risk. Here Vice Admiral Lee Gunn (Retd.) describes how climate change could increase the appeal of terrorism, at the same time as terrorism itself is becoming more dangerous.

A perspective on climate change and terrorism

Vice-Admiral Lee Gunn, US Navy (Retd.) Former Inspector General of the Department of the Navy (Navy and Marine Corps), formerly Commander of Expeditionary Strike Group Three, and most recently President of the Institute for Public Research at CNA

No society, however prosperous overall it may be, appears to be entirely immune to terrorists' recruiting. Terrorism can arise when two essential conditions are met: the presence of an appealing, unifying, or disruptive idea, and the social disenfranchisement of a section of society. The more the members of a segment of society feel themselves to be economically, culturally, or politically disenfranchised or marginalised, and the more difficult or distasteful their circumstances, the more fertile their community may become for terrorists' recruiting. Even in the current climate, some nations already struggle to provide for the basic needs of their populations (security, health, employment, freedom from want); while other nations have failed to do so entirely. As a result there are already marginalised populations where the appeal of terrorism is strong, and territories that are effectively un governed where terrorist groups are left to operate with little constraint. Climate change will disproportionately affect the countries that are already the weakest, and the people within them who are already the most vulnerable. It has the potential to significantly increase the ranks of disenfranchised populations within countries, as well as to increase the extent of un governed spaces.20 At the same time, terrorism is becoming more dangerous as some of these groups take advantage of new technologies and globalisation, and we can expect this trend to continue.

A perspective on climate change and the risk of state failure

Vice Admiral Pradeep Chauhan, AVSM & Bar, VSM, I.N. (Retd)

Nation-states are far from being inherently stable. Many have suffered near-continuous internal tensions throughout their histories, arising from ethno-religious differences and socio-economic inequalities. The extent to which the will of nation states runs is often quite limited, both in terms of its robustness, and in terms of geography. Historically, the resilience of government structures in the face of unexpected and large-scale crises has frequently been found to be severely wanting. State failure is not a precisely defined term, but it may be characterised by: (a) an inability to provide security to the population resulting from failure to retain a monopoly on the legitimate use of force; (b) an inability to provide and equitably distribute essential goods and services; (c) a serious erosion of the power to make and enforce collective decisions; and (d) the involuntary movement of populations including refugees.
Migration and displacement

There are many ways in which climate change could lead to migration and displacement, with attendant security risks, as described here by Major General A N M Muniruzzaman (Retd).

**A perspective on climate change and security risks from migration and displacement**

**Major General A N M Muniruzzaman, ndc, psc (Retd), President of Bangladesh Institute of Peace and Security Studies, Chairman of Global Military Advisory Council on Climate Change**

Historically, people have moved from place to place in search of a better life and to escape danger. Usually, their decision to migrate has a number of influences, and cannot be attributed to a single cause. In the coming century, climate change could emerge as an increasingly powerful influence. The ways in which this could happen include:

- **Sea level rise, with attendant flooding and coastal erosion, is likely to displace populations from low-lying coastal areas, and small island states. Millions of people in Bangladesh could be displaced, and around 40 small island states could face partial or complete submergence.**

- **River flooding can displace people both directly and indirectly through disruption of agricultural livelihoods. Flooding is projected to increase in many regions, but it could be a particular problem in South Asia due to the contribution of melting glaciers.**

- **Desertification and drought are both projected to increase with climate change. Both can be drivers of migration, especially of pastoral societies or those depending on rain-fed agriculture.**

- **Natural disasters tend to lead to short-term displacement, but persistent extreme events in a region can lead to migration. In future, this could include persistent dangerous heat extremes.**

It has been speculated that the number of people displaced or migrating as a result of future climate change could run into the hundreds of millions, but it is impossible to make an estimate with any confidence, and it will depend greatly on the rate and extent of climate change that is experienced. The security risks that could arise from large-scale migration have been widely recognized, and include:

- **Destabilized borders:** Migrants and refugees may be forcibly resisted by local populations or by governments. This can lead to conflict between groups, and potentially between states.

- **Conflict over resources:** Environmental migration has been found to be more likely to lead to conflict when the destination country is already resource stressed. With climate change, this could often be the case, as countries within a region are affected in similar ways.

- **Ethnic and cultural conflict:** Migrants and displaced people often have to endure difficult living conditions and discrimination, which can lead to social division and tensions. Historically, conflict appears to have been more likely when migrants and destination country residents are from different ethnic groups, or when there is already distrust between their respective nations or social groups.

- **Disease:** Displaced populations often lack appropriate sanitary and medical facilities. This can contribute to the spread of disease across borders.

All four groups of participants in our scenarios exercise identified migration – both within and between countries – as a significant security risk. Concerns were as much about the management of political and social tensions as about economic costs and pressure on resources. Participants from large countries were particularly concerned about how governance structures could cope, and social cohesion be maintained, in situations where the differing local severity of climate impacts led to large-scale internal migration. At the same time, it was felt that the pressure of increasing numbers of international migrants and refugees could result in a rise of xenophobia and nationalism. In the game, it was notable that increasing numbers of refugees contributed to several large countries becoming more isolationist in their foreign policies.

Studies have that considered migration under high degrees of climate change have judged that the complexity of causes seen at present could be reduced to a more simple equation. The UK Government’s Foresight project found that: “some impacts of environmental change…may generate significant population displacement of whole populations as a result of existing settlements being, in effect, uninhabitable.” Similarly, a study cited by the IPCC argues that “the most significant difference between the nature of human migration in response to 4°C of warming relative to 2°C would be to remove many people’s ability to choose whether to stay or go when confronted with environmental changes.” In the context, the number of people forced to move could be of an order of magnitude greater than anything experienced in human history.

As was noted in our scenarios exercise, if a high degree of climate change is reached, then by that time, much more will be known about the actual emissions path that the world has followed, about climate sensitivity, and about the impacts of climate change. It will then be fairly clear whether or not further climate change, with even more adverse consequences, is to be expected. The incentive for populations – and even states – to attempt to move to more favourable territory would then be correspondingly higher.

**Humanitarian crises, nationalism, and global governance**

Participants in our exercise considered it extremely likely that climate change would exacerbate humanitarian crises over the coming decades. The greater uncertainty was around the extent to which the international community would have the capability and willingness to respond to these crises in the future. In the scenarios exercise, participants suggested that the multiple pressures could contribute to a shift towards nationalism, and away from values associated with human rights, democracy, and cooperative global governance.

Post-game analysis found that as climate conditions had worsened, and the number of regions requiring aid and humanitarian assistance had increased, in all four instances of the game at least one major developed country reduced its assistance so as to concentrate on solving its own internal problems, and in some instances a majority of countries did so. In such cases, countries only turned their gaze outward again when prompted by refugees or terrorism. Countries that persisted with an internationalist approach suffered an increasingly unsustainable burden.

A similar risk was identified by the German Advisory Council on Global Change, which argued that, given how difficult the international community finds dealing with a few failed states in the current climate, the consequences of high degrees of climate change could over-stretch conventional security policy, and pose a risk to the global governance system as a whole.

**Resource competition and inter-state conflict**

We noted above how resource stress, intensified by climate change, could increase the risks of state failure. Here we consider whether the same stresses could be a factor in inter-state conflict. First, Sarang Shidore addresses the case of water stress.

**A perspective on transboundary water resources and conflict risks**

**Sarang Shidore, Visiting Scholar, University of Texas at Austin, formerly co-leader of strategic futures project at the Institute for Defense Studies and Analyses, New Delhi**

While many research studies have considered the links between climate change and sub-national conflict, relatively few have taken on the question of climate-influenced inter-state conflict. Those that have, have tended to focus primarily on transboundary water resources, drawing on a long history of interdependencies and disputes. In general, there is little support for the hypothesis of “water wars” – the idea that scarcity necessarily leads to increased armed warfare between states. In fact, a number of studies have dissected the many cooperative mechanisms that states have voluntarily put in place, even under fraught conditions. Some of these examples are the Indus Water Treaty between India and Pakistan, the Mekong River Commission, and treaties and consultations on the use of the Nile river in Africa.

Nevertheless, there is evidence that water scarcity and variability can increase political tensions between states sharing a common water resource, especially if their relations are poor due to other reasons, and can lead to diplomatic, trade, and other forms of non-military conflict. Political tensions over water have arisen in South Asia (with respect to the Indus, Ganges, and Brahmaputra river basins between India, Pakistan, Bangladesh, and China), in Central Asia with the Syr Darya river (Kyrgyzstan, Uzbekistan, and Kazakhstan), and in Africa with the Nile (Egypt, Ethiopia, and Sudan). Other potential sites for water scarcities enhancing latent interstate tensions include the Jordan river (Israel-Palestine and Jordan),...
the Tigris-Euphrates (Turkey, Syria and Iraq), and a number of rivers in the water-stressed regions of northern, eastern and southern sub-Saharan Africa such as the Kuito river (Namibia, Angola, and Botswana).

An important caveat to bear in mind is that most of the existing body of research relates to the current climate. The variabilities, scarcities, and (in some cases) surpluses induced by climate change in, for example, a 3°C world are likely to be much greater than any recorded in modern history, and could act as major destabilizing factors at a range well beyond the ambit of existing studies of past resource-conflict events.

Post-game analysis found that in all four games, meeting national requirements for resources including food, fuel and water became an increasingly high priority — in some cases rising above traditional national security priorities — as time went on. One action that was noticeably absent from the game was the decision to use military force to invade a region to gain control of the region’s resources. This may have been related to the fact that climate change tended to have the most severe impact on the resources of countries that were already relatively weak in terms of both military and economic power, reinforcing inequality between countries.

The game was not resolved in enough detail to investigate the tensions that could arise over specific transboundary rivers; however, in the scenarios exercise it was considered to be a significant risk that over the long term, water stress in parts of the Middle East, Central Asia and South Asia could become so dire that the historical trend of water insecurity driving cooperation between conflicting parties could be broken. It was recognised that desalination could be an important technology, but its high energy cost could prove a constraint for some developing countries, especially for regions far from the coast.

Participants in the scenarios exercise highlighted the risks linked to the stability or otherwise of global food markets, as Professor Shi Yinhong describes here.

**A perspective on global food security and conflict risks**

**Professor Shi Yinhong**, Professor of International Relations, Renmin University of China

The severity of the impact of high degrees of climate change on food production is not well known; neither is our ability to adapt to it. In a plausible worst case scenario where production does not keep up with growing demand, food could become the single most sought-after resource globally. Global markets could be destabilised, with prices high and volatile. Large fluctuations in price, or constraints on availability, could contribute to state failure in highly import-dependent countries.

In developed, high-consuming countries, pressure for secure, affordable supply, together with a loss of confidence in the markets, would result in a high priority being placed on the security of imports. This could lead to competition for the leasing or acquisition of arable land in developing countries, with contracts being enforced, where necessary, with both soft and hard national power. The risk of conflict would be significant in situations where the developing countries themselves faced shortfalls. At the same time, the importance of overseas assets to food security would lead great powers to invest more in defending strategic trade routes, which could themselves become subject to military confrontation.

None of these events are inevitable. While history contains many examples of hardship leading to aggression, examples of the contrary may be found as well — particularly in Asian nations, where Buddhism and Daoism are widely practiced. It is possible that the hardship of future climate change could lead to greater international cooperation in addressing common problems, and a positive transformation of the global political culture. However, from today’s perspective, few would have firm confidence in such an outcome.

**Climate geo-engineering**

In two of the four instances of the game, participants decided to invest in climate geoengineering (in the form of solar radiation management) in order to limit global temperature rise. While this was widely perceived as having significant risks of its own, participants were balancing these against the increasing risks of loss of governance, national isolation, and resource depletion (food, fuel, and water). Participants considered that security risks could arise from the fact that there was no recognised authority for decision-making on climate geoengineering, and no means of preventing unilateral action by a country, region, corporation, or even an individual.

**Conclusions**

Participants in our exercise acknowledged the deep uncertainty involved in any attempt to consider how human society and civilization might develop even a few decades into the future. Technological development, and the future of governance at the national and global levels, were both identified as particularly important unknowns.

Certain areas of technology were identified that could have a direct bearing on some of the risks: rates of progress in desalination of water, breeding or modification of crops, and renewable energy with storage technologies would all be likely to affect relative levels of resource stress, and the risks that could arise from such stress. In addition, there were the ‘unknown unknowns’ of future technologies that have not yet been invented. The contribution of any technologies to mitigate the risks would depend not only on rates of progress, but also on the equity or otherwise of their availability for use. This would depend in turn on governance.

Governance would play a critical role in determining whether systems broke down or remained resilient under stress. Participants in our exercise felt that beyond the familiar distinctions between democracy and dictatorship, centralised or decentralised, nationalist or internationalist, there were possibilities for future models of governance to emerge which, like unknown technologies, have yet to be imagined. The relative importance of markets, militaries, religions, states, alliances, regional associations, and global structures could all change.

Despite the depth of these uncertainties, it was recognised that the human economy existed within the natural physical environment, and could not be separated from it. Climate change would subject many parts of that environment to intense pressure, and create stresses that would be difficult for any system of governance to manage. As levels of stress increased, so would the scale of the systems at risk – from city infrastructure, to state governments, to international systems of transport and trade. The risk of disruption was considered likely to be very significant even at low degrees of climate change, and likely to increase in a non-linear manner as climate change progressed to higher degrees, or at a faster rate.

**Endnotes**


As we noted at the beginning, risk is as the effect of uncertainty on our objectives, or on the things that we value. The previous three parts of this risk assessment have described some of the effects of climate change. It remains to discuss how we value those effects – how much we care about them.

In this section, we start with economics, and consider what it can and cannot tell us about the value of the risks of climate change. Then we provide one person’s perspective on the ethical issues at stake. Finally, for the sake of transparency, we give our own opinion.

### 22 ECONOMICS

The Stern Review is probably the most famous report on the economics of climate change. It is most widely cited for its conclusion that action on climate change would cost far less than inaction. The costs of action were estimated at some 1-2% of global GDP per year, and the costs of inaction were estimated to be equivalent to losing something in the region of 5-20% of global GDP each year.¹

What is less widely recognized about the Stern Review is that it framed climate change primarily as a question of risk management. The cost-benefit comparison described above was only one of four options it presented for ways people could compare the values of action and inaction, and take decisions. The others were:

i. An approach focused on reducing the probability of undesired outcomes (such as a certain degree of temperature increase) to a tolerably low level. The cost of reducing the probability was assessed quantitatively, but the risks associated with the undesired outcomes were not. (This was the approach taken in most sections of the Review).

ii. A comparison of the implications of action and inaction for the prospects of long-term economic growth and development.

iii. A comparison of the nature of the world and the quality of life that would arise with action or inaction on climate change.

The Stern Review’s section on economic modeling acknowledged the difficulties and shortcomings inherent in its attempt to estimate the aggregate costs of climate change, and urged readers to ‘avoid an over-literal interpretation of these results’. Only two years after the Review’s publication, its author Nicholas Stern wrote: "Looking back, I think the Stern Review assumptions led to an underestimation of the costs of inaction whichever of these four approaches are adopted." In 2013, Stern went further: in a paper entitled The Structure of Economic Modeling of the Potential Impacts of Climate Change: Grafting Gross Underestimation of Risk onto Already Narrow Science Models, he concluded that: “It is vital that we treat policy analysis as that of a risk-management problem of immense proportions and discuss risks in a far more realistic way... Many scientists are telling us that our models are, grossly, underestimating the risks. In these circumstances, it is irresponsible to act as if the economic models currently dominating policy analysis represent a sensible central case.”
Quite apart from the question of underestimation of risk, a deeper problem has been apparent ever since the earliest attempts to estimate the economic costs of climate change. This is that such estimates, if not presented carefully, may be misinterpreted as being purely objective, while important subjective value judgments implicit in them could be obscured.1

Here the economist Cameron Hepburn explains what the limitations of economic cost estimates are, why economic models tend to underestimate the risks of climate change, and how this relates to decision-making.

Dangerously incomplete climate economic models

Cameron Hepburn, Professor of Environmental Economics, University of Oxford

Introduction

The economic analysis of climate change has had a real influence on the formulation of policy. So it ought to. Climate policy cannot be determined solely by scientists, because there are interests and values at stake that go well beyond climate science. Moral philosophers can help us think through some of the relevant issues, including how to account for lives saved, and the trade-offs between the interests of different people and across different generations. And at some point there must be a reckoning of some kind in order to answer questions for decision makers. Should climate action be more or less ambitious? What are the various advantages and disadvantages of different policy interventions? Who can, should and will pay? How ought the inherent risk and ambiguity be evaluated? These are political questions in which economic and political analysis is unavoidable.

A standard and influential tool used by economists for conducting the reckoning is the Integrated Assessment Model (IAM). Such models often start with a baseline economic scenario that incorporates an assumed level of emissions. The models then consider the costs and benefits, at the margin, of reducing emissions to limit the damages that might result from climate change. In other words, the marginal costs of abating a tonne of carbon dioxide emissions are estimated and compared with estimates of the marginal social damage inflicted by that tonne. The latter is also referred to as the ‘social cost of carbon’ (SCC).

The process of estimating the SCC arrives at a single number for application to policy, without any further questions, there is a real risk that decision makers will be misled. It is only natural for a decision maker to want to know what ‘the number’ is, and some decisions do effectively require such a number. But there is so much scientific uncertainty in determining the social cost of carbon that any single number implies a false precision, as discussed in section 1 of this paper. The scientific uncertainty sits alongside choices that are ethically contentious, addressed in section 2. And the numbers themselves may be biased, as noted in section 3.

Nevertheless, such numbers are nevertheless estimated and used. For instance, the United States Office of Management and Budget and Environmental Protection Agency have conducted a joint analysis of the appropriate social cost of carbon for use in government policy. A high profile and influential group of economists (Maggard et al) made the same case in 2002 that the SCC was US $36/t CO2. Eighteen months later, after a period of reflection, the number was updated to US $37/t CO2, where it stands today in June 2015. The rest of this short paper considers the three key points to bear in mind when interpreting and using such SCC estimates.

1. Scientific uncertainty about damages remains substantial

While the relationship between carbon dioxide emissions and increases in global mean temperatures are now fairly well understood, the uncertainty over the specific impacts in specific places at specific times remains substantial. Economists have, primarily for convenience, proxied the relationship between aggregate damages and temperature with a simple ‘damages function’. This expresses the fraction of GDP lost in a given year due to the relevant increase in temperature. Damages are often assumed, for convenience, to be a quadratic function of temperature increase. So it is assumed that damages increase smoothly as temperatures rise, with no abrupt shifts. There are, of course, other possible damages functions, and the evidence from the physical sciences suggests that functions with thresholds and triggers are far from ruled out.

Analysis of IAMs suggests that the carbon price can vary quite strongly on the specific response of ecosystems to temperature rises. As just one example, modelling by Ceronsky et al with FUND, a fairly standard IAM, suggests that if the thermohaline circulation were to shut down, the corresponding social cost of carbon (SCC) could increase to as much as US $1,000/t CO2. In short, the applicable social cost of carbon is very difficult to pin down because of the wide array of risks that could occur from our meddling with the climate system.

2. Value judgments cannot be avoided

Even if we were able to isolate and eliminate all scientific uncertainty in the chain of linkages between emissions, concentrations, temperatures and economic impacts, it would remain impossible to credibly specify a single estimate for the social cost of carbon. This is because a range of unavoidable social value judgments must be made in order to derive any estimate. These value judgments arise in a range of areas, but the four most contentious and important relate to valuing:

- Impacts on future people: The weight placed on impacts in the distant future, compared to impacts today, is reflected in the discount rate. This was one of the most contested parameters following the publication of the Stern Review, which used a lower discount rate than previous studies, and in part for that reason concluded that the social cost of carbon was substantially higher.

- Risk preferences: Value judgements about risk preference are important too, given the risks involved in allowing Earth’s climate to heat. Higher aversion to risk tends to imply a higher social cost of carbon.

- Inequality preferences: It is expected that the impacts of climate change will fall more harshly upon the poor than the rich. How to value these effects strongly depends upon the assumed aversion to inequality.

- Human lives: Because climate change is expected to lead to a large number of deaths, the monetary valuation of a human life, if used, comprises a significant uncertainty in the overall estimate of the social cost of carbon.

These various value judgments have been debated at length by the economists and philosophers who work on the integrated assessment modelling of climate change. This is not the place to rehearse those arguments in detail. However, it is worth noting that the use of market prices and market data – such as using market interest rates for government bonds as a proxy for the social discount rate – does not avoid these philosophical questions. The very decision to use the market is itself a (contested) philosophical choice.

3. Omission bias may lead to misleadingly low estimates

Finally, just as important as the scientific uncertainty and the inevitability of value judgments in SCC estimates is the concern that estimates emerging from IAMs may be systematically biased. The main source of concern is that IAMs only model the effects that they are capable of modelling. The implication is that a wide range of impacts that are uncertain or difficult to quantify are omitted.

It is likely that many of these impacts carry negative consequences. Indeed, some of the omitted impacts may involve very significant negative consequences, including ecosystem collapse or extreme events such as the catastrophic risks of irreversible melting of the Greenland ice sheet with the resulting sea level rise. Other consequences – such as cultural and biodiversity loss – are simply very difficult to quantify and are hence just omitted. While it is also likely that some omitted climate impacts are positive, it is highly probable that on balance such omitted impacts are strongly negative, leading to SCC estimates that are systematically too low, and corresponding policy on climate change to be too weak. Indeed, the United Nations’ IPCC assessment reports themselves accept that their own estimates should be viewed as being conservative, consistent with the prevailing culture of scientific enquiry.

Conclusion

Some scholars have concluded that given these limitations, IAMs are damaging or, at best, useless. It should certainly be openly and loudly acknowledged that estimates of the social cost of carbon are highly uncertain, subjective and potentially biased. Estimates should be accompanied with a corresponding...
warning of these weaknesses and advice to take any particular estimate with a grain of salt.

But not having models is not a solution either. Ignoring the intellectual challenges that are intrinsic to the economics of climate change does not make them vanish. Instead, economists need to do better; with much more transparent models – where value judgments and uncertainties are clear and can be played around with by policymakers and the general public – and where wide ranges are employed to communicate the sensitivities involved.

Along with transparency, a new generation of IAMs could focus our attention in more useful directions, away from short-term marginal changes and instead towards systemic, transformational change. Rather than devising policy to balance central estimates of the social cost of carbon and central estimates of abatement costs, it may be better to seek interventions aimed at two objectives: (i) reducing the probability of very high outage levels, even if this involves relatively high cost; and (ii) increasing the probabilities of a positive transformational ‘surprise’ – for instance a cost breakthrough in clean technology – that could deliver very large social gains.

Determining a central estimate of the SCC does not prevent thinking about transformational change. However, an exclusive focus on the mean SCC tends to direct policy towards a set of interventions involving marginal, incremental changes to the existing system. Given the risks, and the potential benefits of a transition, incremental change is clearly far from enough. Instead, IAMs ought to help decision makers to consider major disruptive change. Far from being ‘in the tails of the distribution’, disruptive changes to our natural ecosystems and to our industrial ecosystems are now almost inevitable.

Among the ‘wide range of impacts that are uncertain or difficult to quantify’, which Hepburn warns against, and which are hence likely to be omitted from most economic estimates, are many of the systemic risks described in the previous section of this report. As we discussed, these risks include state failure, mass displacement of people, and conflict.

It is worth noting that such events rarely have a noticeable impact on global GDP, even in the worst cases. Throughout the centuries, we have been vulnerable to natural threats, such as earthquakes and volcanoes. But not having models is not a solution either. Ignoring the intellectual challenges that are intrinsic to the economics of climate change does not make them vanish. Instead, economists need to do better; with much more transparent models – where value judgments and uncertainties are clear and can be played around with by policymakers and the general public – and where wide ranges are employed to communicate the sensitivities involved.

Along with transparency, a new generation of IAMs could focus our attention in more useful directions, away from short-term marginal changes and instead towards systemic, transformational change. Rather than devising policy to balance central estimates of the social cost of carbon and central estimates of abatement costs, it may be better to seek interventions aimed at two objectives: (i) reducing the probability of very high outage levels, even if this involves relatively high cost; and (ii) increasing the probabilities of a positive transformational ‘surprise’ – for instance a cost breakthrough in clean technology – that could deliver very large social gains.

Determining a central estimate of the SCC does not prevent thinking about transformational change. However, an exclusive focus on the mean SCC tends to direct policy towards a set of interventions involving marginal, incremental changes to the existing system. Given the risks, and the potential benefits of a transition, incremental change is clearly far from enough. Instead, IAMs ought to help decision makers to consider major disruptive change. Far from being ‘in the tails of the distribution’, disruptive changes to our natural ecosystems and to our industrial ecosystems are now almost inevitable.

23 ETHICS

A personal perspective on the ethics of climate change

Professor Martin Rees, Astronomer Royal, Former President of the Royal Society, Emeritus Professor of Cosmology and Astrophysics, University of Cambridge

I am an astronomer. I am mindful that our Earth is 45 million centuries old, but that this century is special. It is the first century when one species – ours – can determine the fate of the biosphere. That is because of anthropogenic stresses to ecosystems, and the unintended downsides of advanced technologies.

Throughout the centuries, we have been vulnerable to natural threats, such as earthquakes and volcanoes. But there is one reassuring thing about these threats: their annual probability is not changing much – it was more or less the same for the Neanderthals (although, of course, their economic consequences are much bigger for us now).

In contrast, we are now deep into the ‘anthropocene’ – the new period in which human activities have a significant global impact on the Earth’s ecosystems. The pressures of a growing human population and economy, on land and on water, are already huge. Humans appropriate around 40% of the world’s biomass, and that fraction is growing. Extinction rates of plants and animals are rising. On top of this, comes climate change. As the preceding chapters of this report have shown, the risks of climate change are immense. And unlike those natural disasters with which we are familiar, the risks of climate change are growing, and will continue to grow over time.

When scientists conduct investigations into facts, they must be as objective as possible. It is on the basis of this objectivity that their authority rests. But when scientists engage in discussions on the economic, social and ethical aspects of any issue, they speak as citizens and not as experts, and they have no particular authority. It is important that this distinction is clearly made, so that there is no confusion between what is science, and what is opinion. So I wish to be clear that with regard to what follows, I am speaking not as a scientist, but as a concerned citizen.

In my opinion, the present disagreements about climate policy stem less from differences about the science than from differences in ethics – in particular, in the extent to which we should feel obligations towards future generations. Those who value the risks of climate change by applying a standard discount rate to estimates of future costs are in effect writing off whatever happens beyond 2050. There is indeed little risk of catastrophe within that time-horizon, so unsurprisingly such analysis concludes that tackling climate change should be given a low priority compared to other public policy aims.

But a child born this year could quite possibly live beyond the year 2100. The grandchildren of young adults alive today could live through several decades of the twenty-second century. Anyone who cares about those generations, or others further into the future, will deem it worth making an investment now to protect them from the worst-case scenarios. This is the most compelling argument for acting on climate change.

To consider an analogous situation, suppose astronomers had tracked an asteroid, and calculated that it would hit the Earth in 2080, sixty-five years from now – not with certainty, but with, say, 10% probability. Would we relax, saying that this is a problem that can be set on one side for fifty years – as people will by then be richer, and it may turn out that it misses the Earth anyway? I do not think we would. There would surely be a consensus that we should start straight away and do our damnedest to find ways to deflect it, or mitigate its effects.

A second ethical issue concerns our obligations to people who are remote not in time but in economic opportunity. It is widely recognized that climate change will hit the hardest those who have contributed the least to its cause. Heat stress will most hurt those without air conditioning; crop failure will most affect those who already struggle to afford food; extreme weather events will most endanger those whose homes are fragile. A decision not to act on climate change is a decision to inflict suffering on a grand scale.

Finally, a third ethical issue concerns the non-human environment. We know that humans are already threatening biodiversity, and that this threat is aggravated by climate change. The level of extinctions could eventually be comparable to the five mass extinction events in the Earth’s history, of which we have learned through the fossil record. As some have said, we are destroying the book of life before we have read it. Clearly, in some cases this has a direct effect on our interests: if fish stocks dwindle to extinction, we lose a source of food. There are plants in the rain forest whose genes may be useful for medicine. But for some, this is too anthropocentric a view: biodiversity – life – has a value of its own. To quote the great ecologist E O Wilson, if our despoliation of nature causes mass extinctions, “it is the action that future generations will least forgive us for.”

For many people, religious faith is a source of guidance on questions of ethics. As a believer in a constructive dialogue between science and religion, I have attended meetings to discuss climate change with Faith leaders at the Vatican. After one such meeting, a group of religious leaders, political leaders, business leaders and scientists released a statement, declaring that the ‘decisive mitigation’ of climate change was ‘a moral and religious imperative for humanity’. People of many different faiths who have thought about climate change have reached this same conclusion.

For me, being there in the Vatican, seeing through the windows the dome of St Peter’s Basilica, inspired some further reflections. Europe’s great cathedrals still overwhelm us today. But think how they seemed at the time they were built – and the vast enterprise their construction entailed. Most of the builders new
little of the world beyond their own villages. Even the most educated knew of essentially nothing beyond Europe. They thought that the world was a few thousand years old - and that it might not last another thousand. But despite these constricted horizons, in both time and space, despite the deprivation and harshness of their lives, despite their primitive technology, they built these huge and glorious buildings - pushing the boundaries of what was possible. Those who conceived these masterpieces, and those who built them, knew they would not live to see them finished. Their legacy still elevates our spirits, centuries later.

What a contrast to so much of our discourse today! Unlike our forebears, we know a great deal about our world - and indeed about what lies beyond. New technologies enrich our lives and our understanding. Many phenomena still make us fearful, but the advance of science spares us from irrational dread. We know that we are stewards of a precious ‘pale blue dot’ in a vast cosmos - a planet with a future measured in billions of years - whose fate depends on humanity’s collective actions in the course of this century.

In today’s fast-moving world, we cannot aspire to leave a monument lasting a thousand years, but it is surely shameful to persist in policies that deny future generations a fair inheritance and instead leave them with a depleted and more hazardous world. To design wise policies, we need all the efforts of scientists, economists and technologists, and the best knowledge that the 21st century can offer. But to implement them successfully, we need the full commitment of political leaders and the full support of the voting public. Our responsibility – to our children, to the poorest, and to our stewardship of the diversity and richness of life on Earth – surely demands nothing less.

Our own opinion

On matters of value, no expert, no leader, and no academic discipline has a monopoly of wisdom. It is for all of us to make up our own minds, having reviewed the evidence.

As the lead authors of this report, we have no more authority to judge the value of the risks of climate change than anyone else, but we give our own opinion here for the sake of transparency and for the avoidance of doubt.

We said at the beginning that we assumed our common objectives were human prosperity and security. It is clear to us that the risks posed by climate change to these objectives are very great. We are deeply concerned about what this means for the future of our families, our countries, and our civilization, all of which we care about. At present, our exposure to these risks is far higher than we would wish to tolerate.

We do not believe the situation is hopeless. On the contrary, there is much that we can do. The risks of climate change cannot be entirely eliminated, but they can certainly be reduced. So in the final section of our report, we offer some thoughts on how we can strengthen our efforts towards achieving that goal.

Endnotes

When we began the process of meetings that led to the production of this report, we started out with the sense that there was scope to improve the way that the risks of climate change are assessed, and the way that such assessments are communicated to decision-makers. Our series of meetings reinforced that sense, and provided a few suggestions for how such an improvement might be brought about.

This risk assessment has attempted to give a rough idea of the big picture, but it has certainly not aimed to be comprehensive, and it is far from perfect. We hope that these recommendations may be useful when more comprehensive risk assessments are undertaken in future.

Our first recommendation is that the general principles of risk assessment should be applied to the greatest extent possible. The principles we have attempted to apply were described in detail in the introduction. To summarize them briefly here, they were:

i. Assess risks in relation to objectives, or interests. Start from an understanding of what it is that we wish to avoid; then assess its likelihood.

ii. Identify the biggest risks. Focus on finding out more about worst-case scenarios in relation to long-term changes, as well as short-term events.

iii. Consider the full range of probabilities, bearing in mind that a very low probability may correspond to a very high risk, if the impact is catastrophic.

iv. Use the best available information, whether this is proven science, or expert judgment. A best estimate is usually better than no estimate at all.

v. Take a holistic view. Assess systemic risks, as well as direct risks. Assess risks across the full range of space and time affected by the relevant decisions.

vi. Be explicit about value judgments. Recognize that they are essentially subjective, and present them transparently so that they can be subject to public debate.

As we have argued, an assessment of the risks of climate change must apply these principles to at least three areas: the future pathway of global emissions; the direct risks arising from the climate’s response to those emissions; and the risks arising from the interaction of climate change with complex human systems. The last principle listed above applies particularly to the fourth stage: the valuation of risks.

Risk assessments need to be made on a regular and consistent basis, so that in areas of uncertainty, any changes or trends in expert judgment are clearly visible over time. In all three areas mentioned above, this could be facilitated by the identification and use of a consistent set of metrics or indicators. The International Energy Agency has recently suggested a set of ‘high-level metrics to track energy sector decarbonisation’, including indicators such as public and private investment in low carbon energy research, development and deployment, and the carbon intensity of total transport fuel demand. These and other similar indicators could help inform future assessments of the relative likelihood of different global emissions pathways. Regarding the climate’s response to emissions, various such indicators are already in use. Part II of our risk assessment noted that the use of consistent metrics for estimates of future global sea level rise, and for the categories of risk described by the IPCC as ‘reasons for concern’, made it possible to see that later assessments had estimated the risks to be larger than earlier assessments had. Defining a set of such indicators in relation to systemic risks might be more difficult, but should not be impossible. In all three areas, the use of such indicators could significantly help decision-makers reach their own judgments when confronted by a wide range of differing expert opinions.

Our second recommendation is to broaden participation in the risk assessment process. It follows from our first principle of risk assessment that leaders and decision-makers have a role not only as recipients of a completed risk assessment, but also at the beginning of the process, in defining the objectives and interests against which risks should be assessed. This will enable scientists and other experts to ensure their assessments are as relevant as possible.

Scientists naturally have the lead role in understanding climate change and its direct impacts. At the same time, experts in politics, technology, economics, and other disciplines can provide information relevant to the future of global emissions, and the indirect impacts of climate change as it interacts with human systems.

To ensure that the most relevant information or uncertainties are communicated to decision-makers, it can be helpful to make a distinction between information gathering and risk assessment. Information gathering activities, such as primary scientific research, may be free to collect whatever is useful or interesting. Risk assessment has to interrogate that evidence in relation to defined objectives, and according to a specific set of principles. Separating these tasks may allow both to be carried out more effectively. Such a separation of tasks is often made within intelligence agencies. Climate change risk assessments could benefit from involving not only scientists, but also those for whom risk assessment is a central part of their professional expertise. Qualified individuals could be drawn from fields such as defence, intelligence, insurance, and public health.

Our third recommendation is that a climate change risk assessment should report to the highest decision-making authorities. A risk assessment aims to inform those with the power to reduce or manage the risk. Assessments of specific, local, or sectoral risks of climate change may be directed at those with specific, local or sectoral responsibilities. Assessments of the risk of climate change as a whole should report directly to those with responsibility for governance as a whole. At the national level, this is means the head of government, the cabinet, or the national security council. At the global level, it means institutions where heads of government meet to make decisions.

The aim of improving risk assessment is, of course, to better inform decision-making on risk reduction. Risk reduction – and the question of what might be a proportionate response to the risks of climate change – is the subject of the final part of this report.

Endnote

1. These and other similar indicators could help inform future assessments of the relative likelihood of different global emissions pathways. Regarding the climate’s response to emissions, various such indicators are already in use. Part II of our risk assessment noted that the use of consistent metrics for estimates of future global sea level rise, and for the categories of risk described by the IPCC as ‘reasons for concern’, made it possible to see that later assessments had estimated the risks to be larger than earlier assessments had. Defining a set of such indicators in relation to systemic risks might be more difficult, but should not be impossible. In all three areas, the use of such indicators could significantly help decision-makers reach their own judgments when confronted by a wide range of differing expert opinions.
A risk assessment is a way to better understand the problems we face; it does not necessarily tell us how to solve them. It may, however, help us think about proportionality – to answer the question: ‘what would be a proportionate response to the risk?’

This was the question we discussed in the last of the series of meetings that informed this report, held in London in April 2015. Most of the participants in that meeting had expertise in one of three areas: technology, finance, and politics. Here we present a perspective on the nature of a proportionate response to the risk of climate change in each of those three areas, before ending with some closing thoughts.

24 TECHNOLOGY

Sir David King, i Professor Jim Skea, ii Professor Tim Green. iii

Energy produced without greenhouse gas emissions needs to become less costly than production based on coal, gas or oil. Clean energy must be able to compete directly on cost before a world-wide roll-out can be expected, particularly in the emerging and developing economies. The challenge needs to be a major focus for scientists and engineers. Progress in technology is happening at an impressive rate, but it is not yet fast enough to meet the 2°C target with reasonable probability.

The technologies we need to progress

There is no single magic bullet. We need progress in six major areas. First, there are the three main types of clean energy supply: renewables (especially solar and wind), nuclear power, and coal and gas subject to carbon capture and storage (CCS). All have important roles to play, depending on the country and region in question. In sunny areas like India, Africa and south-east Asia solar can play a central role. In more northern areas, like Japan and Northern Europe, wind and nuclear have an important role, as does CCS in areas rich in coal and natural gas.

There are also three elements that are common to all sources of energy. First is our ability to store the energy cheaply for when it is needed. Then there is our ability to transmit it cheaply to where it is needed. And finally there is our ability to rein in our overall demand for energy through energy efficiency. Storage, for example through batteries, capacitors, and large-scale mechanical methods, is needed at all size scales up to grid-scale, and for a variety of durations from minutes to seasons.

Recent progress

In recent years, the price of solar and wind power installation has fallen dramatically. This has largely been driven by the introduction of feed-in tariffs across the European Union, starting in Germany in 1998. The prices of photovoltaic (PV) panels have been falling by 17% for every doubling of capacity, and the prices of
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PV installation and on-shore wind installation are now comparable with new fossil fuel power installation in many parts of the world. With more research, both plant and installation costs can fall even faster. There is also scope for further progress in developing concentrated solar power, for deployment in desert sites. However, feed-in tariffs have done nothing for the development of competitively priced energy storage and smart grids. While there has been some significant innovation, particularly in batteries, much of the storage technologies are immature with uncertain costs, performances and system implications. With smart grids, at-scale demonstration is needed to extract lessons for deployment and to understand behavioural and social implications. This particularly is where a major thrust of publicly-funded research, development and deployment (RD&D) activity is urgently required.3

Accelerating progress

We have four key messages relevant to accelerating energy innovation. These are: the scale of investment required; the need for a mission focus that will send signals to the private sector and underpin specific actions; the need to create the right conditions for market entry for novel technologies; and the need for a coordinated international approach.

1. Scale. We need to put a much higher priority on the discovery of new, cheaper ways to produce, store and distribute clean energy. In the face of this urgent need it is remarkable to note that there is a declining trend in the fraction of national income devoted to public investment in a cleaner energy future. The public sector has an urgent role to play in addressing this imbalance. The International Energy Agency concludes that our RD&D investment in clean energy technology needs to increase by three to six times in order to hold the global temperature within 2°C above preindustrial levels.4 The country with the highest proportion of national income devoted to energy RD&D investment is Finland, at 0.13%; the global median level in developed countries (2012) is only 0.035%. In even the best performing segments of the energy sector – such as solar and wind – the ratio of RD&D to sales is under 2%. This compares unfavourably with over 5% in consumer electronics, and 15% in pharmaceuticals.5

2. A mission focus. Most of the energy sector’s own RD&D investment focuses on extending the fossil fuel resource base and enabling it to be extracted at lower cost. Public sector funding can provide the long-term funding that may be necessary to play any significant role in overcoming the barriers to the development and adoption of transformational low carbon technologies. The challenge – which brings focus to the mission – is to bring the costs of low carbon technologies down to a level where they can successfully compete with incumbent technologies. If research, development and deployment programmes are directed at achieving this specific goal for each of the key technologies that are essential to a low carbon transition, then resources will be allocated more efficiently, and the desired results will be achieved more quickly. A clear RD&D mission focused on low-carbon transformation sends the right signals to the private sector, which will have a key role in bringing these technologies to the market. A parallel can be drawn with the highly successful arrangement for the semiconductor industry, where Moore’s law (the number of transistors on a computer chip doubles every two years) has been maintained through a mission-oriented Roadmap driven by a publicly- and industry-funded pre-competitive RD&D programme over the past 30 years (the International Technology Roadmap for Engineers, ITRS).

3. Creating the right conditions for market entry of clean energy technologies. Market-pull policies that turn low carbon technologies into attractive commercial propositions are needed to complement RD&D investments. Subsidies for clean energy technologies, and carbon pricing, can both help to create the right market conditions. By increasing demand, and hence the volume of production and the economies of scale, they bring forward the point at which clean energy prices become competitive with mature fossil-fuel based systems. This approach has already been seen to work, with simple measures leading to high volume deployment of small-scale technologies – with examples including feed-in tariffs for photovoltaics, efficiency regulations for vehicles, and product standards and labeling for efficient domestic appliances. This approach needs to be replicated further. Support for large-scale technologies – such as offshore wind and nuclear deployment (on which many of the key low carbon capture and storage – tailored to carbon price and technological maturity, is needed so that risks are shared. In particular, market design needs to be adjusted so that it rewards the system benefits of facilitating technologies, such as storage and smart grids.

Support is also needed to assist new technologies through the ‘valley of death’ – the period in which a technology may already be ready for market, but not yet able to overcome the advantages of incumbency that benefit existing technologies. Public support can help start-up technology companies survive through this period, when they might otherwise fail.

4. A coordinated international approach. The scale of RD&D investment involved for a coordinated international approach. Benefits would arise in terms of economies of scale, shared research objectives, the pooling of research findings, the agreement of common RD&D targets and milestones, and avoidance of duplicated effort. Each country would continue to organise and manage its own programme, but could coordinate its efforts with partners through an overarching technological committee. Such a committee would set out roadmaps for RD&D (as in the semiconductor industry, as mentioned above) which would lead to cost-competitive low carbon technologies. An international approach of this kind is vitally needed to enhance the productivity of RD&D investments, accelerate the diffusion of low carbon energy technologies, encourage the private sector to enter a potentially enormous market, and thereby increase the chance of avoiding dangerous climate change.

25 FINANCE

Rowan Douglas, Steve Waygood, James Cameron.

For generations, governments have sought to align the interests of the financial markets and society. Nowhere is this tension more keenly and persistently felt than in the area of climate risks, which is arguably the most significant contemporary market failure. To correct this failure, and respond effectively to the risk of climate change, we need to do better in three areas: disclosing risk; pricing carbon; and incentivising long-term investment.

Disclosing risk

There is a collective call across a wide range of sectors and policy interests to avoid further unreported and unmanaged accumulations of risk. If accumulated risk – whether in the form of short-term bubbles or long-term environmental externalities – is not rationally accounted for and managed at an early stage, then it tends to manifest itself through market shocks, disorder, and system-wide losses at the point when it can no longer be ignored, often with devastating consequences.

Over the last two decades, there has been a revolution in Environmental, Social and Governance reporting and disclosure initiatives. Some of these have improved disclosure of risks to individual enterprises or to society, and this represents valuable progress. However, the proliferation of initiatives can be confusing to investors, and the assessment of many risks – including those associated with climate change – is not yet integrated into the financial system sufficiently for those risks to be effectively managed.

The experience of the insurance industry is instructive. In the late 1980s and early 1990s, traditional risk assessment approaches based on loss experience data were found inadequate to cope with a range of unprecedented, extreme and emerging risks. Since then, the industry has transformed its approach, using science, systems modelling and scenarios to better understand current risk distributions and extremes. The full spectrum of risks is now assessed in estimating three key metrics: i) the annual average loss; ii) the 1 in 20 year annual loss; and c) the 1 in 200 year annual loss. Risk management, based on these metrics, ensures that insurers remain solvent and can fulfill their commitments even in the worst years. This is similar to the practice of ‘stress tests’ in other sectors. What is distinctive is how the stress test is employed in mainstream financial regulation, credit ratings, equity analysis and annual reporting across the whole insurance and reinsurer sector.

iv. Rowan Douglas is CEO, Capital, Science & Policy Practice and Chairman, Willis Research Network, Willis Group. Steve Waygood is Chief Responsible Investment Officer, Ariva Investors. James Cameron is Chairman of the Overseas Development Institute, and former chairman and founder of Climate Change Capital. With thanks to Bryony Worthington, Mark Campanale, Nick Robins, Paul Dickinson and Ingrid Holmes for additional ideas and input.
As this approach has revealed true levels of risk exposure, it has transformed risk governance within insurance companies and the wider market, making organisations across public, private and mutual sectors far more transparent and comparable than before. Markets have developed much greater confidence in the insurance sector’s ability tounderwrite its risks sustainably; uncertainty has been classified and reduced, and capital has remained abundantly available for appropriately risk-adjusted allocation. Valuations and decision-making have been better able to take risks into account and resilience has been rewarded.

Based on the insurance methodology, it would be possible to design a common risk reporting framework that could be applied to all entities (public, private and mutual) including companies, cities and even countries. This would enable risk management to align with the country’s entity’s interests under a common template of risk classes, probability thresholds, and periods of time, and translate this into annualised costs, which would be proportionately reduced with greater resilience or reductions in risk. At the company level, this would provide a risk-oriented lens to interpret and formalise much of the work already undertaken in Environmental, Social and Governance (ESG) reporting. At the national level, it would build buy-in and practice of countries such as the UK in publishing national assessments of civil emergency and security risks. At all levels, it would provide information that would better enable planning and accounting for the future, increasing resilience, and management of emerging risks.

As an example of how this could contribute to the management of climate change risk, consider an energy firm focussed on coal production. The firm may identify a carbon price of US$100 per tonne, or the announcement of an EU target to cut coal consumption by 50%, as one of its extreme loss scenarios. The probability of this may be estimated as ‘1 in 100’ or 1% for the following year, with the contingent liability evaluated, but could rise to high values in future years, in responses to changes in the policy landscape. As the insurance sector has experienced, within a short time, managers and regulators would become familiar with this approach, and leading risk scenarios would become objects for discussion and refinement among practitioners, markets and stakeholders. Markets, benefiting from the increased transparency, robust framework, and tractable numbers produced by this approach, would be better able to discount the value of assets accordingly and ensure that capital was allocated in a way that took into account not only current risks, but also the way in which risks may change over time.

Of course, some firms may have an incentive to lobby governments not to manage climate risks. While this may be good for the firm’s bottom line, it may be antithetical to the broader interests of their shareholders. Shareholders – and society at large – should be able to make up their own minds on this question, but at present it is very difficult for them to see: (i) which trade associations companies are members of; (ii) what these trade bodies are saying about climate change; or (iii) whether this work is in their interests. So in addition to the need to improve disclosure of risks, it should become standard practice that all corporate advocacy relating to climate change is a matter of public record.

Pricing carbon

Governments should recognise that valuing carbon in the real economy is essential. It will be almost impossible to get to grips with greenhouse gas emissions in a complex, dynamic and diverse economy without using carbon pricing in some form. The great virtue of putting a clear price on carbon is that it can engage many, with an interest they can valorise, in the enterprise of achieving a public policy goal in a multitude of ways that no policymaker, however wise, could possibly have determined in advance. At the same time, carbon pricing is not a panacea, and should always be seen as one of a number of price-based and non-price-based policy interventions that can easily co-exist and which will all be necessary to deliver an adequate response.

The vast majority of governments and investors are aligned in wanting a price on carbon in order to rationally and systematically allocate capital away from climate risk, which affects the value of their whole portfolios in ways which are difficult to calculate, and towards better risk-adjusted returns from other, low carbon or resource efficient investments.

There are many ways to implement carbon pricing, and the most appropriate form will vary according to political and legal cultures. However, in any country, a carbon pricing system needs to be simple, enduring and transparent enough for the market to understand and act on. And it needs to cover enough of the economy to keep pace with revealed information about abatement potential, until we see the desired changes taking place. If this direction of travel is clear to all, then the desired changes will come earlier and at lower cost.

Who should pay the price? To date, governments have mostly placed the burden of change on the consumption end of the carbon life cycle, through carbon pricing and product standards. Carbon prices are not appropriate for users of fossil fuels. As the carbon entering the marketplace is dispersed, an alternative, potentially additional approach would be for fossil-fuel producers to pay the price. This would have two significant advantages: it is administratively simpler to levy a tax at the point of extraction (or import) than at any other point; and taxing at source will ensure that the price is integrated into the whole economy, not just part of it. A third advantage could be to stimulate innovation in carbon capture and storage, and the fourth would be to avoid double-counting, some of which will already be achieved by exempting fossil fuel producers from any carbon price to the extent they are able to demonstrate that the carbon they produce remains unburned or equivalent emissions are safely returned to the ground. This would be identical in principle to successful regulations in Europe that have made producers of packaging, automobiles and appliances responsible for dealing with the waste created when those products come to the end of their useful lives.

Who should pocket the proceeds? Any carbon pricing system that is significant enough to be effective will face the opposition of vested interests. Governments may find it easier to overcome this opposition if they have strong public support. This may be achieved by making the system revenue-neutral, giving the proceeds back to the public. An added advantage is that such a system can incorporate a positive feedback: if a price is levied as a fixed tax per tonne of carbon extracted, and if a fixed proportion of total tax revenues are returned to market participants, then action taken to reduce the tax burden by one participant increases the incentive for others to act similarly (since a decrease in total revenues results in an increase in net tax paid). This contrasts with the negative feedback experienced with fixed quantity based carbon pricing policies such as capped caps, where any reduction in carbon consumption by one participant reduces overall demand, and so reduces the incentive for others to follow.

Finally, even more important than any of the specifics discussed above, is the question of credibility. Carbon pricing is effective when investors are confident that the system will endure over time. This requires visible political will and strong institutions. Internationally, further confidence may be generated if major economies agree to implement robust and rising carbon prices together.

Incentivising long-term investment

The International Energy Agency estimates that to limit global warming to 2°C, we will need to invest around $1 trillion a year for the next century. Further investment will be needed to reduce emissions in other sectors. This figure may change as our understanding of the severity of the climate risk improves; however, it is already clear that significant sums of money will be required.

Fortunately, with over $5 trillion invested in the global stock markets, and a further $10 trillion held in sovereign and intergovernmental debt, on the face of it, there should be no shortage of capital available. The speed and scale of the growth in sovereign debt that was issued to underpin the global financial system during the financial crisis demonstrates that it is possible to secure financing at the speed and scale implied here. The key is the existence of political will.

Raising and spending this money will need considerable planning, effort and international coordination. If we are to achieve this efficiently, effectively and sustainably, we will need the international community to develop a long-term capital raising plan. The overall direction for such a plan could be set by government leaders in a group such as the G20. The plan would need to consider all forms of large-scale finance. Sovereign debt is one of the asset classes best able to finance investment for the long-term, but its issuance during the financial crisis has already brought a significant number of countries to debt levels that have tested their credit ratings. So the plan must include a new more nuanced approach to evaluating debt-based risk, and also make use of multilateral development banks, infrastructure investment, project finance, corporate debt, foreign direct investment, and equity investment. For all these asset classes, the plan will need to consider which asset owners have the capital available, and, importantly, what incentive structures will allow them to profit from investing sustainably for the long-term. Policies that create ’bankable’ projects will be key to this.
A critical weakness of the financial system at present is that almost all its actors are strongly incentivised to focus on the short term – the so-called ‘tragedy of the horizons’. Fund managers are assessed on their quarterly performance; investment consultants benefit from switching fund managers; brokers are paid according to trading volumes and so are incentivised to encourage market activity; and so are stock exchanges, whose revenues are linked to the number of transactions that take place. Almost nobody looks more than a year or two ahead. The overwhelming focus on the short term is a problem for the economy as a whole, since it results in misallocation of capital. Company directors are deterred from investing in long-term opportunities, at the same time as markets fail to manage long-term risks, and companies focused on short-term gain can profit at the expense of those seeking to do the right thing over the longer term.

This is not a situation that we are obliged to accept. Governments, stock exchanges, institutional investors and others set the rules of the game by the laws they pass, the regulations they enforce, and the contracts they write. Any of these players can change the rules of the game, and so change behavioural incentives. For example, laws could be amended to explicitly require good stewardship and the assessment of long-term environmental, social and governance (ESG) risk as part of the fiduciary duty of asset managers. In line with this principle, it has been proposed that clauses on responsible investment should be written into fund management contracts, that fund managers’ performance should be evaluated on the basis of their long-term ability to beat benchmarks as well as their performance as stewards, and that clients should be able to sue fund managers and investment consultants for negligence if they fail to properly consider the potential for ESG risks and unsustainable development to harm the value of long-term investment portfolios.

In the same spirit, we recommend that governments take a close look at the national financial regulators and their global coordinating bodies, to assess whether their mandates need to be updated in order to ensure that they are attending to the profound, long-term financial risks associated with climate change. If measures are taken to incorporate the assessment of long-term risk into the financial system, we will make much faster progress towards managing risk effectively.

### 26 POLITICS

**Baroness Brownyd Worthington, Member of the House of Lords, UK Parliament**

In 2008 the UK passed a landmark piece of legislation to address climate risk: The Climate Change Act. It introduced a legal framework committing the UK to an 80% cut in greenhouse gases by 2050 compared to 1990, through a series of consecutive five yearly carbon budgets. The UK was the first country in the world to translate the scientific evidence of climate risk into a long-term legal framework. This was possible due a combination of political will and the presence of a strong, independent regulator – the Committee on Climate Change. The fight to secure a proportionate response to climate risk will continue, and a deeper, shared understanding of that risk can only help to serve as a spur to action.

Ridding the world of slavery was a hundred year battle. The battle to rid the world of excessive greenhouse gases is already a quarter of a century old and much progress has been made. The human mind is geared to think carefully about helping to manage transition in key sectors of the economy. This may mean providing compensations and targeting incentives towards technologies that can be deployed in the most carbon intensive sectors.

Endnotes

4. The ‘mutual’ sector refers to building societies and credit unions run for the benefit of member investors rather than shareholders or directors.
27 CLOSING THOUGHTS

As the last of our contributing authors wrote, we have a battle on our hands: a battle to preserve a safe climate for the future. Powerful forces are engaged in this battle, whether we notice them or not. The power of vested interests to resist change, the inertia of infrastructure systems, and the unyielding laws of thermodynamics all seem to be arrayed against us.

To win this battle, we must deploy equally powerful forces in favour of change: the power of human ingenuity, the power of technology, and the power of leadership. We must match the laws of physics with a will and a determination that is equally unyielding.

The greatest risks of climate change arise when thresholds are crossed: what had been gradual becomes sudden; what had been inconvenient becomes intolerable. The greatest reductions in risk will be won in the same way. Gradual, incremental measures will not be enough: we must seek out non-linear, discontinuous, transformational change.

Political leadership can and should be a source of non-linear change. It can move a government from inaction to action, and a society from apathy to engagement. With existing technology, there is already the opportunity for political leadership to dramatically change the trajectory of any country’s emissions in the short term.

Technological innovation is a natural source of non-linear change. New technologies can emerge slowly, but then displace old ones rapidly and suddenly when some invisible threshold is crossed. We need to accelerate this pace of change, and bring forward those thresholds, in all the technologies that are needed to win the battle. Above all, we must use both technological progress, and policy measures such as carbon pricing, to cross as soon as possible the threshold at which clean energy becomes cheaper than fossil energy.

In finance, small changes in the rules of the game can produce large changes in results. The right adjustments to regulations and incentives will dramatically alter the flow of money, sending more of it in a direction that serves our long-term economic interests.

The power of non-linear change is not reserved to political leaders, technologists and markets. Social change can also be discontinuous, unpredictable, and dramatic. The battle against slavery (or colonialism) may have taken a century, but when change finally came, it came quickly.

The risks of climate change are amplified by feedbacks: rising temperatures melt ice; sea stripped of ice takes in more heat; and the temperatures rise faster. To win this battle, we must set up our own cycles of positive feedback. Political interventions must change market sentiment, so that the market sends more investment into clean energy technologies, so that this accelerates technological progress, so that new political interventions become possible.

In this battle, every country must contribute according to what it can do best. Those most responsible for the cumulative emissions in the atmosphere must do the most. Countries that are rich in energy from sunlight, wind, rivers, tides, and geothermal heat must push the boundaries of technological innovation in exploiting those resources, and take the lead in bringing them to the global market. The largest producing and consuming countries must work together to make sure the global market benefits from their economies of scale, bringing down the costs of clean energy for all, at the same time as improving access to energy for the poorest. And while all countries have a role to play in reducing the subsidies given to polluting energy, those that host the hubs of global finance should take the lead in revising the rules of the game.

Just as the risks of climate change are both immediate and long-term, we must act both immediately and with a long-term view. A risk that grows over time will not be managed successfully if our horizons are short-term. Ultimately, the risks of climate change will only be under control when we have reduced global emissions to near zero. So while we must do all in our power to reduce emissions now, we must also follow a path that increases our power to do more in the future.

The risks of climate change may be greater than is commonly realized, but so is our capacity to confront them. An honest assessment of risk is no reason for fatalism. If we counter inertia with ingenuity, match feedback with feedback, and find and cross the thresholds of non-linear change, then the goal of preserving a safe climate for the future need not be beyond our reach.

Many of our parents and grandparents fought for the future of their countries, making greater sacrifices than most of us will ever have to. Never mind what we owe to future generations; it is the least we owe to the past that we should make a decent fight of this battle now.

London, Beijing, Delhi, Cambridge (MA)
14 June 2015
ANNEXES

ANNEX: RISK OF HEAT STRESS TO HUMANS – METHODS AND ADDITIONAL RESULTS

Methods

Relating global temperature rise to local climatic conditions relevant to heat stress
We used the HadGEM2-ES climate model values1 for temperature and humidity (dew point) to calculate the heat stress index Wet Bulb Globe Temperature (WBGT) for 67,000 global grid cells over land (0.5 x 0.5 degrees), for different time periods (1993, 2025, 2050, 2075 and 2200; each estimated as 25-30-year averages), on the RCP8.5 scenario pathway. This provided approximate data on grid-cell level heat stress change during two centuries.

The heat stress levels were calculated as 30-year averages for each calendar month, so the June values are an average of 900 June days. We calculated the intra-month daily variability of the heat levels and standard deviations (assuming Gaussian distributions), which can be used to identify lower limits for the hottest 10% of calendar month days (‘hottest 3 days’).

Relating climatic conditions to core body temperatures and heat stress
The WBGT index combines temperature and humidity with estimates of likely air movement over the skin and additional heat from heat radiation to produce a physiologically relevant heat exposure level, which can be used in climate change health impact assessments.2 The heat stress level also depends on metabolic rate (physical activity level) and clothing.

Details of the WBGT method and its calculation and interpretation can be found in the ClimateCHIP Technical Report 2014:4 at www.ClimateCHIP.org.3 The mapping of heat stress in relation to work and other physical activities has been described in detail for parts of Asia.4

How uncertainty in the modelled future climate change is addressed.
There is uncertainty as to how much climate will change due to increased emissions of greenhouse gases and consequently how WBGT will change in the future. To address some of this uncertainty, the WBGT for the end of the 21st century was calculated at different levels of global mean temperature change using a pattern scaling technique to derive the local temperature change5 and assuming the HadGEM2-ES spatial pattern of warming. The different levels of temperature change chosen were based on the distribution of modelled end of the 21st century temperature rise for RCP8.5 from the World Climate Research Programme’s (WCRP) Couple Model Inter-comparison Project (phase 5; CMIP5)6 and presented in the International Panel on Climate Change (IPCC) Fifth Assessment Report.7 The calculated WBGT values in this work therefore reflect some of the uncertainty in the temperature response to increased climate forcing but do not include the uncertainty in the local response to climate change since only one spatial pattern of warming is used (i.e one model, HadGEM2-ES) or the uncertainty in the future changes to humidity.

Geographic areas
The three geographic areas in this study were in North India, South-East China and South-East USA. The numbers of grid cells included were 281, 953 and 602 respectively.

- **N India**: Includes Rajasthan, Punjab, Haryana, Chandigarh, Delhi, Bihar and Uttar Pradesh
- **SE USA**: Louisiana, Mississippi, Alabama, Georgia, Florida, S Carolina, N Carolina, Virginia, W Virginia, Kentucky, Tennessee, Arkansas
- **SE China**: The area below the two straight lines in the map.

Population
For each grid cell we also had estimates of local population numbers in four age groups, and we calculated population-weighted heat exposure probabilities for the adult and elderly population (ages >= 15 years). The population database until 2099 was based on UN Population office estimates (calculations by Briggs, 2014) and after 2099 we used total estimated population changes:

Since our ‘probability’ estimates for the highest global temperature changes (in 2200) were based on proportion of population, changes in population number between 2085 and 2200 did not need to be taken into account. For simplicity, we assumed that there was no change over time in the relative spatial distribution of population during the second century.

Hours of work lost (see additional results, on the following page)
The risk functions for lost work capacity due to heat were presented in the ClimateCHIP Technical Report 2014:4 at www.ClimateCHIP.org.8
ADDITIONAL RESULTS

This figure displays the results in an alternative way, showing estimates of the proportion of work hours lost in the three study areas due to heat, at different levels of physical activity, in relation to global average temperature increase (0 to +8 degrees C).\(^1\)

**Lost annual daylight work hours (%) for people working hourly at 200W**

- **N India**
- **SE China**
- **SE USA**

**Lost annual daylight work hours (%) for people working hourly at 400W**

- **N India**
- **SE China**
- **SE USA**

---

Endnotes

1. Downloaded from the ISI-MIP database at Potsdam Institute (Hempel, S., Frieler, K., Warszawski, L., Schewe, J., and Piontek, F. (2013). ‘A trend-preserving bias correction – the ISI-MIP approach’, Earth Syst. Dynam., 4, 219-236, doi:10.5194/esd-4-219-2013, 2013.) The climate model data were from the RCP8.5 simulation which assumes a high forcing by the end of the century close to 8.5Wm\(^{-2}\).


---

**ANNEX:** RISK OF WATER STRESS - METHODS

For a given climate pathway (or emissions scenario), socio-economic scenario and impact indicator, the principal sources of uncertainty which determine the risk that climate change has a specified impact can be classified into three: (i) the overall magnitude of climate change (as indicated by change in global mean temperature, for example), (ii) the spatial and seasonal distribution of changes in relevant climatic variables associated with a given overall magnitude of climate change, and (iii) the translation of these local and regional climate changes into ‘impact’. The effects of all these uncertainties on risk and how it changes over time could be assessed by undertaking multiple simulations under all possible plausible conditions, but this is not feasible in practice. The range in potential impacts of climate change through the 21\(^{st}\) century is therefore estimated here by combining the estimates of the probability distributions of changes in global mean surface temperature – under a given climate pathway - for each year with damage functions relating change in global mean surface temperature to impact.

Changes in temperature through the 21\(^{st}\) century were estimated using a probabilistic version\(^5\) of the MAGICC simple climate model,\(^6\) which is run with multiple parameter combinations to produce distributions of temperature change by year. Damage functions for each impact indicator were constructed by scaling the patterns of climate change as simulated by different climate models to defined changes in global mean temperature and estimating impacts corresponding to each temperature change by combining a spatial impacts model with defined socio-economic scenario.\(^7\) In this application, 21 climate model patterns were used,\(^8\) so there are therefore 21 different damage functions (representing the 21 different patterns of change in climate) for each time period (because the socio-economic characteristics vary over time). Each of the 21 climate model patterns is assumed to be equally plausible. Impacts were assessed under two climate pathways – represented by the RCP2.6 and RCP8.5 scenarios – and under three socio-economic scenarios defining change in population. The socio-economic scenarios represent medium, low and high population growth assumptions, and are taken from the Shared Socio-economic Pathways (SSPs) projections.\(^7\)

Impacts on exposure to water stress and river flooding are based on river flows as simulated using the MacPDM global hydrological model,\(^8\) which operates at a spatial resolution of 0.5x0.5o. The period 1961-1990 is used to define the reference baseline climate. Water resources per capita is calculated for approximately 1,300 river basins and islands, and regional and global totals of people in different water stress classes are calculated by summing the numbers of people in watersheds in these classes.\(^9\)

The average annual number of people in major floodplains affected by floods greater than the current 30-year return period flood were estimated by calculating the weighted average of changes in each grid cell within the basin, weighting by floodplain population (so unpopulated grid cells do not contribute to the average).
Impacts on drought frequency are based on changes in the 12-month standardised precipitation index (SPI) calculated from monthly precipitation. A ‘drought’ is defined as a month with an index of less than -3 as calculated over the climate baseline period (1961-1990). This occurs just under 2% of the time in the baseline period, and can be regarded as an extreme drought. Change in the average annual area of cropland experiencing such a drought is estimated by calculating the change in frequency of this threshold. The UNDP 2009 Global Assessment Report on Disaster Risks uses the SPI (calculated over 6 months) alongside a measure of precipitation variability to characterise drought risks; their assessment uses an SPI threshold of -1, which occurs approximately 15% of the time.

There are, of course, a number of caveats with this assessment. The estimated distribution of potential changes in temperature in a year is based on one simple climate model – MAGICC – with one set of plausible parameters. The spatial patterns of change in climate are estimated from 21 climate models, all of which are assumed equally plausible: a different ensemble of climate models could give a different indication of the range of potential changes in a region. The damage functions are based on scaling patterns of change from these climate models, which basically assumes that climate in a region varies linearly with global mean temperature: if this may not be the case, and there may be substantial ‘step changes’ or non-linearities in temperature from these climate models, which can be regarded as an extreme drought. Change in the average annual area of cropland experiencing such a drought is estimated by calculating the change in frequency of this threshold. The UNDP 2009 Global Assessment Report on Disaster Risks uses the SPI (calculated over 6 months) alongside a measure of precipitation variability to characterise drought risks; their assessment uses an SPI threshold of -1, which occurs approximately 15% of the time.

The results should therefore be interpreted as indicative only: the differences between climate pathways and between places are more robust than the actual magnitudes of impact and risk.

---
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